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Executive summary 

Digital transformation affects every aspect of people’s lives, individually and collectively. Technological 

advancement results in new business models and ways to connect, learn, create, and participate in civic 

spaces and the economy. It brings challenges such as breaches of privacy and the spread of illegal and 

harmful content online, which can diminish trust in governments and the digital environment, and 

undermine democratic principles. At the same time, broad and equitable access to the Internet and digital 

tools is essential for education, work and social engagement.  

As online and offline lives intertwine, concerns and policy gaps emerge regarding individuals’ needs and 

interests in the digital age. These can be framed from the perspective of rights, including:  

 Human rights, defined by their meaning as “universal and inalienable”, that all people have by 

virtue of existing as human beings (UN Human Rights Office, 2022[1]). Governments have 

obligations to protect human rights set out under international human rights law, including in the 

digital context (United Nations General Assembly, 2013[2]). 

 Legal/constitutional rights set out in a country’s domestic constitution and/or legal framework, 

which requires the government to recognise and protect them. These rights are not necessarily 

recognised as such under international human rights law.1 

 Individual interests that are protected in a domestic context but might not be specified as a human 

or legal/constitutional right. 

This paper considers the various types of rights and individual interests – human rights, legal and 

constitutional rights, and domestically protected interests – under the umbrella term “rights in the digital 

age”. These categories can overlap, such as where an internationally recognised human right is codified 

in a country’s constitution or legal framework (e.g. protection from discrimination).  

The digital age creates novel avenues for people to exercise and enjoy their rights, but also new ways in 

which they can be infringed. At the same time, governments and stakeholders have raised questions 

regarding the protection of interests unique to the digital context (such as Internet access), including 

whether such interests should be protected as rights, and what such protections would entail.  

In contributing to this conversation, it is helpful to ask: Does digital transformation change traditional 

expectations of how governments can uphold and protect rights in the digital age? Do digital technologies 

compound the balancing act necessary when faced with tensions between human rights?  

This paper sheds light on how rights in the digital age relate to digital transformation and its impact on their 

protection. Its case studies explore how rights in the digital age are exercised and protected, including how 

tensions between human rights (and the necessary balancing act of protecting them) can differ between 

online and offline contexts. Further, it provides examples of laws and policies that encompass this concept.  

Observations include: 

 The digital environment poses unique risks and tensions regarding the protection of rights. 

Technological advances raise questions about privacy and other human rights. Similarly, the scale, 
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speed, and scope with which content proliferates online adds complexity to the right to freedom of 

expression,2 including when it may be restricted in the interest of protecting other human rights.  

 Evidence suggests increasing understanding among countries that policymaking for the digital age 

requires careful examination of the impact of digitalisation on the enjoyment and protection of 

human rights and individual interests.  

 Many jurisdictions address questions of rights in the digital age through legislative and policy 

action. However, there are considerable variations among different approaches, with some 

initiatives reinforcing the principle that the same human rights that apply offline should be protected 

online; and others defining or elaborating specific domestic or regional guarantees, or specific 

frameworks, to protect individual interests and human rights in a digital context.  

The OECD’s whole-of-government approach, its convening power as a forum for multistakeholder 

engagement, and its focus on shared values positions it to advance discussion of these issues.  
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1.  Introduction: “Rights” in online and offline contexts 

Digital technologies and online environments intertwine with people’s lives, aiding work, socialising, and 

learning (Dror-Shpoliansky and Shany, 2021[3]). Digital transformation provides many opportunities for 

economic growth, connecting people around the globe, elevating a sense of community, creating markets, 

and facilitating inclusion, such as better access to education, health, and other public services. However, 

it can expose people to new risks, such as security threats, privacy breaches, and restrictions on freedom 

of expression.  

While digital technology is a recent phenomenon, rights have been part of human societies for centuries, 

dating back to the Cyrus Cylinder of 539 BC, the Magna Carta of 1215, and the English Bill of Rights of 

1689 (Sutto, 2019[4]). In 1945, the United Nations Charter defined the purposes of the UN to include 

“promoting and encouraging respect for human rights and for fundamental freedoms for all” (United 

Nations, 1945[5]). Article 56 further stipulates all UN members’ pledge of “universal respect for, and 

observance of, human rights and fundamental freedoms for all”. Three years later, the Universal 

Declaration of Human Rights (UDHR) set, for the first time,  a common standard of the fundamental human 

rights to be universally protected (United Nations, 1948[6]).  

Human rights are often described as inalienable and universal (Office of the United Nations High 

Commissioner for Human Rights, 2022[7]), with many considered absolute. Nonetheless, the UDHR itself 

(along with other international human rights instruments) recognises the possibility for tension between 

rights in practice, which can allow for de facto limitations on a person’s ability to exercise specific rights 

(“qualified rights”). In such cases, governments might be justified in restricting one right to ensure the 

enjoyment of another. However, such restrictions should be necessary, proportionate, and “determined by 

law solely for the purpose of securing due recognition and respect for the rights and freedoms of others 

and of meeting the just requirements of morality, public order and the general welfare in a democratic 

society” (UDHR, Art 29). In practice, democratic countries’ legal systems define how to address such 

situations.3 

The speed, scale, and borderless nature of the digital environment provide a new context for understanding 

and exercising human rights, new ways they can be violated or abused (Dror-Shpoliansky and Shany, 

2021[3]), and new ways in which their exercise may stand in tension to one another. For example, 

individuals can exercise the right to peaceful assembly or freedom of association online, or seek, receive 

and impart information and ideas through the Internet. Furthermore, digital technologies have transformed 

how people work, learn, access public services, and they have impacted our health and mental wellbeing 

(OECD, 2022[8]). At the same time, digital technologies can be used in ways that undermine the enjoyment 

of rights and exacerbate individual and societal harms. Arbitrary and unlawful surveillance practices, cyber 

and ransomware attacks, misinformation and disinformation (OECD, 2022[9]), advocacy of discriminatory 

hatred (constituting incitement to discrimination, violence and hostility, systemic discrimination and biases) 

(UN Special Rapporteur on Minority Issues, 2021[10]), and intentional disruption of Internet connectivity and 

government services in critical times (Access Now, 2021[11]) are examples of new threats to rights in the 

digital age (Citron, 2020[12]). 

Instances where the protection of one human right interferes with the protection of another can manifest 

differently online and offline. For example, the tension between one person’s right to be protected from 

arbitrary or unlawful interference in their private life (UDHR, Art. 12) and another’s right to freedom of 

expression (UDHR, Art. 19) long predates the digital age. However, in the digital environment, where 

content can spread around the world in seconds and leave permanent digital footprints, new considerations 

might be warranted. Furthermore, the ubiquity of, and increasing reliance on, digital technologies can raise 

questions about the recognition of new human or constitutional rights (Dror-Shpoliansky and Shany, 

2021[3]). For example, some jurisdictions recognise Internet access (Box 2) as a distinct right that is key to 

realising a spectrum of other rights. 
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In this regard, exercising, protecting, and promoting rights in the digital age raises unique challenges and 

difficult questions: Does digital transformation change traditional expectations of how governments can 

uphold and protect rights in the digital age? Do digital technologies compound the balancing act necessary 

when faced with tension between human rights? (OECD, 2022[13]) 

Due to its global and cross-cutting nature, digital transformation also raises questions regarding the roles 

of stakeholders. Responsibility for guaranteeing the human rights of individuals within their territory lies 

with the State. However, the digital environment spans multiple jurisdictions and engages the responsibility 

of policymakers, decisionmakers, and regulators from multiple sectors. Moreover, private actors (such as 

online platforms) play a central role (OECD, 2019[14]) in the practical ability of individuals to exercise certain 

rights in the digital age and, in accordance with the UN Guiding Principles on Business and Human Rights, 

have a responsibility to respect human rights in their operations (Billingham and Parr, 2020[15]) (UN Human 

Rights Office, 2011[16]).  

The discussion of human rights, legal and constitutional rights, and individual interests in the context of 

digital transformation has been part of the OECD’s (in particular, CDEP’s) work on this topic. Notably, the 

1980 Privacy Guidelines have provided guidance for over 40 years on how privacy rights should be 

protected in a digital context – specifically, the protection of personal data – and are the basis for privacy 

legislation around the world (OECD, 2013[17]). The Recommendation on Artificial Intelligence (AI) (OECD, 

2019[18]) highlights the potential impact of AI development and deployment on human rights and calls on 

AI actors to implement mechanisms and safeguards to respect human rights. Similarly, the 

Recommendation on Children in the Digital Environment (OECD, 2021[19]) calls on actors to “identify how 

the rights of children can be protected and respected in the digital environment and take appropriate 

measures to do so”. 

This paper contributes to and facilitates dialogue between countries who share democratic values and are 

exploring ways to maintain and advance the enjoyment of human rights and individual interests in the 

digital age. It does not offer policy recommendations, but provides a launching point for dialogue and 

responds to the need for a further evidence-base. 

Section 2 considers case studies of specific rights and how they manifest in the digital environment. It also 

examines the emerging trend of considering Internet access as a right, and potential implications. Section 

3 considers recent domestic and international approaches to encapsulate the protection and promotion of 

rights in the digital age in legal and policy documents. Section 4 concludes.  

In this paper, “digital age” describes developments over recent decades in which the concept of digital has 

gone from discrete and standalone developments to an overall transformation fully integrated in society. 

The paper considers the various types of rights and individual interests – human rights, legal and 

constitutional rights, and domestically protected interests – under the umbrella term “rights in the digital 

age”. These categories can overlap, such as where internationally recognised human rights are codified in 

a country’s constitution or legal framework (e.g. protection from discrimination).  

 

2.  Opportunities and challenges for rights in the digital age  

The digital age provides numerous new tools, spaces, methods, and opportunities for people to enjoy 

rights. For example, freedom of expression cuts across society, culture and politics, and is becoming more 

interactive (Balkin, 2004[20]) as individuals share aspects of their lives online, from news and politics to their 

favourite TV shows. Individuals can respond instantly to each other, react to content posted by others, and 

share and comment in real time. People also have access to a variety of tools and means of expression: 

with a smartphone, anyone can post text or visual content on social media, start a live stream, or send 

voice messages (OECD, 2022[13]). Digital technologies connect people with their cultural identities, 

language, heritage, music, art, and family, providing expanded means to develop civic identity and engage 
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in political issues. Opportunities for inclusion and access to government services can be afforded to 

marginalised groups, such as new avenues for persons with disabilities to engage with peers and access 

information (OECD, 2019[21]) (OECD, 2022[22]). 

These tools transform how rights such as access to education and healthcare are realised, and impact 

policymaking and delivery of government services (OECD, 2019[21]). In education, digital technologies 

provide learners with access to vast educational resources, knowledge, and information. Educational 

institutions use e-learning platforms to enhance educational services for students (OECD, 2019[23]) and 

improve understanding of their learning needs (OECD, 2019[23]). Smart technologies also contribute, such 

as through personalising the learning experience, supporting teachers with social robots, measuring 

students’ engagement, or helping students with special needs participate in educational settings and 

practices (OECD, 2021[24]). In healthcare, digital technologies provide individuals with critical information 

(OECD, 2022[25]), and AI can assist in clinical decision making, public health, biomedical research, and 

system governance and administration (Hashiguchi, Oderkirk and Slawomirski, 2022[26]). Data increasingly 

drive innovation in education systems and institutions (Van der Vlies, 2020[27]), while health data can 

improve care quality, research, and health system management (OECD, 2016[28]).  

As new technologies often outpace the policies that govern them (OECD, 2021[29]),  regulatory and policy 

gaps create the potential for these technologies to be used in ways that harm individuals or society as a 

whole and undermine the enjoyment of rights in the digital age. Three examples illustrate these challenges: 

(1) freedom of expression, including how tensions between qualified human rights manifest; (2) privacy; 

and (3) the consideration of Internet access as a human or constitutional right. These examples are not 

exhaustive, and further work is required to comprehensively examine how digital transformation affects 

human rights and interests, and the potential tensions between them.  

2.1. Freedom of opinion and expression, including the freedom to seek, receive 

and impart information in the digital age 

In the digital age, individuals encounter significant threats to fully realising their “right to hold opinions 

without interference, and the right to freedom of expression including the right to seek, receive and impart 

information” (UN General Assembly, 1966[30]) (‘the right to freedom of expression’).  

These threats include:  

1. The amplification of misinformation or disinformation which can mislead the population, and 

interfere with the right to know and to seek and impart information, to hold opinions without 

interference, as well as to access reliable information (UN Special Rapporteur on the promotion 

and protection of the right to freedom of opinion and expression, 2021[31]) (Lesher, Pawelec and 

Desai, 2022[32]). 

2. Dissemination of hate speech or other harmful content, and the potential tension between 

upholding one’s right to freedom expression with ensuring that individuals can engage safely 

online, be protected from discrimination, and profit from equal enjoyment of the online space. 

3. Unlawful restrictions on access to online content, and interference with connectivity (including 

Internet shutdowns), deliberately deployed to impede the right to seek, access and impart 

information. Some aspects of this topic are discussed also under 2.3 below.  

While these concerns are not new, their scope, scale, and velocity in the digital age are unprecedented 

(UN Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, 

2021[31]), and often result in devastating consequences for people’s lives. Prominent events in recent years 

underscore how the widespread use of online platforms can give private companies a greater role than 

any government in enabling the enjoyment of the right to freedom of expression (Benesch, 2020[33]), and 
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how the prevalence of harmful or misleading content can pollute the information ecosystem (Shadmy, 

2022[34]). Recent examples include the rapid, “infodemic” spread of disinformation and misinformation by 

anti-vaccine movements during COVID-19, undermining access to vital public health information (Baker, 

Wade and Walsh, 2020[35]), or the use of Facebook to spread a campaign of ethnic violence against the 

Rohingya minority in Myanmar (UN Human Rights Council, 2018[36]). These incidents raise questions about 

the roles of the State and private sector in respecting human rights and protecting individual and societal 

interests. They call on governments to consider how to address tensions between rights, such as balancing 

the right to freedom of expression with protection from discrimination. At the same time, they call attention 

to the protection of other individual interests – most prominently ensuring safety online. Such protections 

are essential since users are unlikely to be able to exercise their freedom of expression safely in the online 

environment without minimum standards in place to prevent violence and abuse. 

Misinformation and disinformation 

The OECD has defined ‘misinformation’ as false or misleading information that is shared unknowingly and 

is not intended to deliberately deceive, manipulate or inflict harm on a person, social group, organisation 

or country; and ‘disinformation’ as verifiably false or misleading information that is knowingly and 

intentionally created and shared for economic gain or to deliberately deceive, manipulate or inflict harm on 

a person, social group, organisation or country (Lesher, Pawelec and Desai, 2022[32]).4 It has been 

observed that such content is both more likely to be spread, and more likely to be spread faster, than true 

content (Lesher, Pawelec and Desai, 2022[32]). A key concern for governments is tackling misinformation 

and disinformation and the broader, individual and societal harms it can cause, while respecting human 

rights.  

Misinformation and disinformation can be spread by bots or trolls, including in intentional attacks (Lesher, 

Pawelec and Desai, 2022[32]). When combined with personalisation techniques, it can amplify disruption to 

public deliberation (Shadmy, 2022[34]), including by moving from online spaces (such as social media) to 

more traditional news sources. Such content can undermine public trust in the media, business, and 

government institutions (OECD, 2020[37]). It can disturb public participation in the democratic process and 

can intensify social polarisation, fuel fears, and lead to harmful behaviours (Lesher, Pawelec and Desai, 

2022[32]) (OECD, 2020[37]). As with other digital phenomena, misinformation and disinformation are global 

problems that involve varied stakeholders. The OECD has noted the urgency of creating governance 

systems that ensure societies are resilient to misinformation and disinformation and promote information 

integrity more broadly (OECD, 2022[38]). 

Illegal and harmful content  

The faster and wider dissemination of content enabled by digital technologies has implications for people’s 

safety and security. This includes content that is illegal in many jurisdictions, including terrorist, violent, 

and extremist content (TVEC), gender-based violence (GBV), and child sexual exploitation and abuse 

material (CSEA). At the same time, the use of digital technologies facilitates the spread of content that is 

not illegal, but can still cause harm (Kaye, 2019[39]) (Wong, forthcoming[40]). The latter includes 

cyberbullying (OECD, 2020[41]), content that promotes eating disorders and self-harm, online public 

shaming (Billingham and Parr, 2020[15]), harassment (Citron, 2020[12]), and trolling (Meggido, 2020[42]). 

Illegal and harmful content can compromise physical safety, safety online, mental health and wellbeing, 

and can have devastating and lifelong effects on victims and society at large. As such, the proliferation of 

this content impacts individuals’ ability to enjoy their human rights to security of person and to non-

discrimination,5 as well as other rights and interests more broadly.   

International human rights law provides a framework to address hate speech while protecting the right to 

freedom of expression. Responses to harmful content require carefully weighing the different rights 

involved. In the digital age, the decision of what is considered illegal content, and the balancing act between 
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harmful content and the right to freedom of speech on a day-to-day level are often left to online platforms, 

which operate under different content moderation mechanisms (United Nations Special Rapporteur on 

Freedom of Opinion and Expression, 2019[43]).  

Many online platforms voluntarily implement content moderation techniques and have policies and 

procedures in place to address specific illegal content (for example CSEA or TVEC). The OECD took an 

important step in this regard, launching the Voluntary Transparency Reporting Framework, an 

international, standardised, transparency reporting hub that any online platform can use, regardless of its 

size or business model, to report on its content moderation and other techniques specific to TVEC on their 

platform (OECD, 2022[44]).  

In parallel, some jurisdictions have sought to address concerns relating to harmful and illegal content online 

through laws or policies. While, in some cases, governments have legislated to address harmful or illegal 

content, in many jurisdictions the actions of online platforms to address such content remain voluntary 

(Shadmy and Shany, 2021[45]) (McCarthy, 2021[46]). Several legislative actions focus on online services 

having adequate systems and processes in place to prevent harm, rather than on reactive procedures to 

remove harmful or illegal content after the fact. As legislation develops and tools to combat harmful and 

illegal content evolve, it will be important for governments to consider the impact of tools that could result 

in limitations on human rights, including the right to freedom of expression for the purpose of protecting 

the safety of others. Or indeed, how to balance the right to freedom of expression when that speech is 

harmful and could limit others’ ability to speak and participate online.  

Approaches to regulating harmful content can vary significantly, as in the case of image-based abuse6 – 

the distribution of sexually graphic images of individuals without their consent (Citron, 2020[12]). While 

image-based abuse is criminalised in some jurisdictions (for example, Australia, Canada, Israel) 

(Government of Israel, 2014[47]) (Government of Canada, 2015[48]) (Government of Australia, 2021[49]) 

(CEDAW, 2016[50]), it remains in the hands of online platforms in other countries, which has led to harmful 

consequences for the persons involved in some instances. While many platforms have rules to remove 

this type of content, this does not always provide appropriate safeguards and is not always expedient. For 

example, the “Facebook Papers” revelations reported that a nude photo of a woman was reposted 50 

million times before it was removed (Horowitz, 2021[51]). Box 1 discusses emerging laws and policies to 

address online safety.   

Box 1. Measures to advance safety online 

Ever more jurisdictions are implementing laws and policies to advance safety online. These often centre 

on the activities of online platforms and propose that they have systems and processes to keep users 

safe; have transparency requirements; make it easier to report illegal content and have it removed; and 

impose sanctions should requirements not be respected.  

Many proposals include measures to address specific harms, such as gender-based or intimate partner 

violence, or threats to child safety. The recent EU proposal for a directive on combatting violence 

against women and domestic violence specifically addresses online violence. Australia’s Online Safety 

Act (Government of Australia, 2021[49]) has provisions related to image-based abuse, cyberbullying, 

TVEC and CSEA. The Act sets out Basic Online Safety Expectations, and requires online platforms to 

address harms that can violate human rights. Australia’s eSafety Commissioner can require platforms 

to report on the steps they take to comply with the Basic Online Safety Expectations and proactively 

minimise material or activity that is unlawful or harmful. The proposed EU Regulation laying down rules 

to prevent and combat child sexual abuse specifically targets the protection of children (European 

Commission, 2022[52]). Similarly, the United Kingdom’s Online Safety Bill contains measures to tackle 

content that is illegal and harmful to children. In Colombia, laws require blocking illegal content such as 
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CSEA, or illegal gambling (Government of Colombia, 2001[53]). Canadian online service providers must 

report CSEA detected on their system (Government of Canada, 2011[54]).   

Promoting a safe and trustworthy digital environment is the subject of several high-level statements. In 

April 2021, G7 Digital Technology Ministers adopted Internet Safety Principles (G7, 2021[55]) which 

recognised that “online content that is illegal, and content that is harmful, can have a major impact on 

people, especially women and children, and on our societies”. These principles emphasise the 

importance of transparency and accountability and urge companies to put systems and processes in 

place to improve Internet safety and reduce illegal and harmful content and activity on their platforms. 

Most recently, the 2022 G20 Leaders’ Declaration affirmed that “a resilient, safe and secure online 

environment is necessary to enhance confidence and trust in the digital economy” (G20, 2022[56]). 

These actions follow the 2019 G7 Digital Ministers Meeting (G7, 2019[57]), which noted the growing 

prevalence of online harms and called for more to be done to enhance accountability and transparency 

while protecting and promoting human rights. The G20 Osaka Leaders’ Statement on Preventing 

Exploitation of the Internet for Terrorism and Violent Extremism Conducive to Terrorism, and the 2021 

G7 Statement on Preventing and Countering Violent Extremism and Terrorism Online urged platforms 

to be more ambitious in playing their part and underscored the importance of a multistakeholder 

approach, inclusive of  governments, academia, civil society, and industry (G7, 2021[58]) (G20, 2019[59]). 

The Christchurch Call (Christchurch Call, 2019[60]), which takes a multistakeholder approach, sets out 

commitments for companies and governments to make in this area.   

Given the scope, breadth, and velocity with which content can spread online, effective content moderation 

remains a significant challenge. Efforts by some online platforms to use automated systems that detect 

and remove illegal content (Benesch, 2020[33]) have been criticised for errors, bias and over-filtering 

(Gillespie, 2020[61]), and can have limited capacity to understand the context in which content is shared. 

Meanwhile, despite more online platforms issuing transparency reports, these remain limited and 

companies use different definitions, metrics and reporting frequencies, and it can be difficult to verify 

compliance with self- or co-regulatory requirements. As a result, it is difficult to gain an industry-wide 

perspective on the efficacy of such measures, and to assess their impact on human rights (OECD, 

2022[62]). Another concern regarding self-regulation practices (Medzini, 2022[63]) is that businesses may be 

motivated by financial interests rather than accountability (Suzor and Gillett, 2022[64]), although it is worth 

recognising the business interest in ensuring that services are safe and welcoming to users (OECD, 

2021[65]). The OECD contributes to the evidence base of approaches of online content services to combat 

illegal content, focusing on TVEC (OECD, 2021[66]) and CSEA. 

Content moderation by online platforms provides an illustrative case study of the challenges around the 

enjoyment and protection of rights in the digital age, notably considering its cross-border nature. While 

countries enforce their national laws in their jurisdictions, online platforms tend to operate globally. As rules 

pertaining to activities in the digital environment vary between jurisdictions, this can lead to conflicting 

regulatory requirements for online platforms and to enforcement gaps (OECD, 2021[29]) (OECD, 2022[67]). 

A user might post content that is illegal in one jurisdiction, but if the website is hosted in another, that puts 

it out of reach for the government to enforce its laws (Kohl, 2021[68]). At the same time, legal requirements 

in one country could unduly curtail freedom of expression, and not be accepted in another. Liability rules 

can also differ between countries. Section 230 of the US Communications Decency Act (Government of 

the United States, 1996[69]) limits the liability of platforms for content published by their users (Bedell and 

Major, 2020[70]) and enables them to moderate content. In Germany, the Network Enforcement Law 

(NetzDG) requires certain social media platforms to remove illegal and other specified harmful content 

within a limited time and can impose fines for noncompliance (Kohl, 2021[68]).7 
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Internet shutdowns and restrictions 

Internet shutdowns and restrictions are intentional measures to “prevent or disrupt accesses to or 

dissemination of information online.” Their active, deliberate nature distinguishes them from divides in 

digital access that arise from a lack of infrastructure or capacity. Intentional Internet disruptions can involve 

mass blocking of platforms and messaging services, the closure of a network or specific websites, and the 

imposition of differentiated restrictions on online access (UN Special Rapporteur on the promotion and 

protection of the right to freedom of opinion and expression, 2021[31]). These actions likely impinge on 

individuals’ right to freedom of expression by limiting or entirely cutting off their capacity to seek, receive, 

and impart information. Along with the impact on the enjoyment of human rights, Internet shutdowns and 

restrictions have significant economic implications. For example, Internet shutdowns are estimated to have 

cost the Indian economy over $960 million in 2016 (West, 2016[71]).  

Restrictions on Internet access are often introduced in politically sensitive times. For example, according 

to the UN Rapporteur for the Right to Free Expression, Tajikistan blocked access to messaging services 

and social media operating outside its territory during public protests (UN Special Rapporteur on the 

promotion and protection of the right to freedom of opinion and expression, 2016[72]). Intentional network 

disruptions were reported in Gabon during the election period (UN Special Rapporteur on the promotion 

and protection of the right to freedom of opinion and expression, 2017[73]), and the Russian government 

recently blocked access to prominent online platforms, reportedly in an effort to promote national 

propaganda and block other channels of information (Budnitsky, 2022[74]). 

2.2. Privacy and protection of personal data 

The implications of the digital age for privacy rights have been widely discussed. The right to privacy is 

protected by Article 17 of the International Covenant on Civil and Political Rights (ICCPR), which protects 

people from “arbitrary or unlawful interference with” one’s “privacy, family, home or correspondence” and 

from “unlawful attacks” on one’s “honour and reputation” (UN General Assembly, 1966[30]). 

The UN Human Right Committee’s 1988 General Comment No. 16 elaborates on Article 17 by explaining 

terms such as “unlawful”, “arbitrary interference”, and “family”. It also recognises the “gathering and holding 

of personal information on computers, data banks and other devices” (United Nations, Human Rights 

Committee, 1988[75]).   

The OECD has promoted respect for privacy and protection of personal data for over four decades, 

spurring development of policy frameworks to address challenges that stem from digital transformation. 

The OECD’s Privacy Guidelines establish the basic principles for privacy protection, with a view to 

promoting trust and facilitating cross-border flows of personal data (OECD, 2013[17]). 

Digital technology alters the way personal data are used and calls into question foundational aspects of 

protecting privacy and personal data online, including consent, purpose limitation, and even the very 

definition of personal data (OECD, 2021[76]). For example, the ability to customise the content and 

experience of users online can make interactions in the digital environment more efficient and enjoyable. 

However, this raises questions about the intrusiveness of those technologies (Zuboff, 2019[77]) and about 

transparency regarding third-party access to and use of data.   

Much of the recent debate on privacy focuses on whether current policies sufficiently address 

contemporary threats to individual privacy (Clifford, Richardson and Witzleb, 2021[78]). Among other 

considerations, this refers to: online content-sharing services' ability to personalise content for each user 

(known as microtargeting) (Gordon-Tapiero, Wood and Ligett, 2022[79]); the advent of inferential analytics 

such as AI technology that generates sensitive information via inferences; facial recognition technology in 

public spaces; and technologies that can purportedly deduce information such as sexual orientation, 
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political affiliation, and so on without users willingly providing this information or even being aware it can 

be gathered (UN Special Rapporteur on the right to privacy, 2018[80]). 

2.3. Connectivity and digital divides: an emerging right to access?  

In addition to promoting the opportunities that digital transformation brings and safeguarding individuals 

from potential harms, the digital age poses questions about emerging issues and concepts related to rights. 

One example is equitable access to communications infrastructures, services and data – delivered by both 

private and public actors – that underpin digital transformation and increasingly become a gateway for 

people to exercise their rights.  

Indeed, access to Internet has become essential for education, work, public services, and social 

interactions. The COVID-19 pandemic put this into focus when access to high-quality broadband (OECD, 

2021[81]) was of crucial importance, constituting the only channel to realise other rights. During the 

pandemic, not all populations had the opportunity to continue exercising and enjoying their human rights 

due to a lack of connectivity, mostly in developing and least-developed countries – although gaps also 

remain in OECD countries (OECD, 2021[82]) (OECD, 2022[83]). According to 2021 figures, 2.9 billion people 

– 37 percent of the world’s population – have never used the Internet, a phenomenon known as the “digital 

divide” (ITU, 2021[84]).  

While there is no recognised human right to access the Internet, a number of countries and international 

organisations (OSCE, 2019[85]) have recently acknowledged the importance of Internet access and 

explained some particular interests and features that should be protected (Dror-Shpoliansky and Shany, 

2021[3]) (Box 2).  

Beyond ensuring widespread connectivity and access to the digital environment, meaningful access 

requires that people have adequate digital literacy and skills to use digital technologies, and that they are 

empowered to realise its benefits and understand its risks (Çalı, 2020[86]). Addressing digital divides 

therefore goes beyond Internet connectivity, and improving indicators such as income, employment and 

education can have a direct impact on gaps in digital access (OECD, 2022[83]). 

Box 2. A right to Internet access?  

In 2011, the UN Rapporteur on the right to freedom of expression emphasised that Internet access has 
two dimensions (UN Special Rapporteur on the promotion and protection of the right to freedom of 
opinion and expression, 2011[87]): (1) access to an Internet connection, which generally refers to 
technical infrastructure and equal access to connectivity (UNDP, 2021 [88]) (OECD, 2021 [81]); and 
(2) access to online content, which refers to protection from disruption to online content, for example 
due to intentional shutdowns or restrictions. 

In 2020, UNESCO reaffirmed the need for Internet universality (UNESCO, 2022[89]). The EU 
incorporated Internet access into its proposed Declaration on Digital Rights and Principles for the Digital 
Decade (European Commission, 2022[90]). In addition, the Organization of American States (OAS), the 
Council of Europe, and the African Commission on Human and Peoples’ Rights all repeatedly 
emphasised the importance of access as indispensable to realising other human rights. Colombia, 
Estonia, Finland, Greece, Mexico, and Spain all incorporated the right to access in their legislation 
(Psaila, 2011[91]) (Government of Mexico, 2021[92]) (Government of Colombia, 2021[93]). 

The OECD Recommendation on Broadband Connectivity sets out measures to eliminate digital divides, 
such as fostering the use of broadband at affordable prices and strengthening consumer rights via 
competition in the communication services market (OECD, 2021[81]). The OECD Recommendation on 
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Digital Government Strategies recommends that governments take steps that address digital divides in 
the provision of government services and avoid new forms of digital exclusion (OECD, 2014[94]).  

3.  Protections for rights in the digital age 

Recent years have seen growing domestic and international policy focus on promoting and protecting 

human rights in digital transformation. The 2021 Statement of the OECD Meeting of the Council at 

Ministerial level called “upon the OECD to promote the use of technology that respects data privacy and 

intellectual property rights, ensures the safety and security of users, especially youth, counters 

disinformation, and protects democratic principles and human rights” (OECD, 2021[95]). This section 

examines domestic, regional, and international initiatives and briefly sets out the current state of play 

regarding legal and policy measures to safeguard rights and address related challenges in the digital age.8 

It also considers the role of business.9  

3.1. Domestic initiatives  

Several countries have developed laws or policies that seek to address the protection of human rights and 

individual interests in the digital age. Some seek to address new challenges through legal guarantees such 

as new or amended laws to protect personal data (Conseil d'État, 2016[96]). Others consider the question 

holistically, launching broad initiatives to protect rights in the digital age and promote a human-centric 

digital transformation. Some jurisdictions are exploring new rights in specific domains, such as algorithmic 

transparency and accountability in AI decision making. At the same time, many countries approach digital 

transformation with a focus on existing normative sources and human rights frameworks, emphasising that 

human rights are protected offline and must be protected online (OECD, 2022[97]). 

Examples of a dedicated domestic policy approach to ‘digital rights’ include Spain, Portugal, Brazil, and 

Italy. Spain applies an overarching policy umbrella, encompassing laws, regulations, public policies, 

principles, and commitments to uphold human-centric digital transformation and rights in the digital age. 

The 2021 Charter for Digital Rights protects and adapts existing human rights and individual interests in 

the digital environment across jurisdictions, ensures cross-government alignment, and advances new 

rights emerging in the digital context. For example, it sets out the right not to be traced and profiled, the 

right to cybersecurity, the right to disconnect, and the right to digital inheritance (Government of Spain, 

2021[98]).  

Similarly, the Portuguese Charter of Human Rights in the Digital Age (Government of Portugal, 2021[99]) 

sets out rights and duties between the State and citizens, and between private individuals, specific to the 

digital environment. The Portuguese Charter includes human rights (e.g. freedom of expression, privacy) 

and directs how to apply them in a digital setting. Like the Spanish Charter, it sets out new rights such as 

a users’ right to net neutrality, the right to a digital will, and the right to be forgotten.  

Brazil’s Internet Bill of Rights likewise protects internet privacy and free expression, and new rights, like 

net neutrality (Government of Brazil, 2014[100]). Italy’s Declaration of Internet Rights (Government of Italy, 

2015[101]) considers existing rights such as privacy, identity, or self-determination within a digital context 

and elaborates new ones, like the rights of people on platforms, and Internet governance. Colombia 

declared Internet access an essential public service (Government of Colombia, 2021[93]), and Mexico 

included it as a constitutional right (Government of Mexico, 2021[92]).10 
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New rights for a digital context  

Some countries have sought to elaborate new rights specific to the digital world, in relation to “rights that 

protect online needs and interests that do not have close parallels in the offline world”. According to Dror-

Shpoliansky and Shany’s proposed typology, the rationale of these categories of rights is to protect unique 

needs and interests that may not be fully or adequately covered by existing rights frameworks (Dror-

Shpoliansky and Shany, 2021[3]). Some do this by articulating new rights in overarching bills or charters 

(e.g. the cases of Italy, Portugal, Spain, and Brazil mentioned above). Others do so as a standalone effort 

or by incorporation into other laws (e.g. within the constitution). Chile is the first country to include “brain 

rights” in its constitution, with the aim of protecting mental privacy, free will, and non-discrimination in 

access to neurotechnology (Government of Chile, 2021[102]) (OECD, 2022[103]).  

Technology-related rights 

Laws or policy proposals have been introduced regarding specific technologies, such as pertaining to AI 

or automated decision-making. Japan focuses on specific recommendations in this regard (Government 

of Japan, 2022[104]). The United States developed a Blueprint for an AI Bill of Rights (The White House, 

2022[105]). Colombia has an Ethical Framework for Artificial Intelligence (Government of Colombia, 

2021[106]). 

3.2. Regional and international initiatives  

Recent initiatives at regional and international levels affirm States’ obligation to protect human rights online 

and offline. In 2012, the UN Human Rights Council (HRC) recognised that “the same rights people have 

offline must also be protected online” (United Nations Human Rights Council, 2012[107]). This position was 

subsequently reaffirmed by the HRC and the UN General Assembly (UNGA).11 These resolutions express 

a "normative equivalency" approach, as termed by Dror-Shpoliansky and Shany, and centre the issue 

around finding ways to extend, adopt and apply existing, traditional, international human rights from the 

analogue to the digital world, by means of interpretation (Dror-Shpoliansky and Shany, 2021[3]).  

International human rights law provides a framework for protecting individual rights and interests in the 

digital environment. This framework is found in the instruments themselves (e.g. UDHR and ICCPR) and 

the jurisprudence of human rights committees and bodies that provide recommendations, opinions, and 

other interpretive texts about the application of international human rights law to the digital context (Seibert-

Fohr, 2018[108]). For example, the UN High Commissioner for Human Rights and the UN Human Rights 

Committee have issued reports on privacy rights in the digital environment, such as on the public-space 

nature of the Internet, privacy protections relevant to metadata, and surveillance powers of States (Office 

of the United Nations High Commissioner for Human Rights, 2018[109]) (United Nations Human Rights 

Committee, 2019[110]). 

In 2021, the UN Group of Governmental Experts on Advancing Responsible State Behavior in Cyberspace 

in the Context of International Security (GGE), reaffirmed that countries need to respect and protect human 

rights and fundamental freedoms offline and online with regard to the use of information and 

communications technologies (ICTs), in accordance with the HRC and UNGA resolutions (UN Group of 

Governmental Experts (GGE), 2021[111]). Likewise, the Freedom Online Coalition – a group of governments 

that support Internet freedom, and protect freedom of expression, association, assembly and privacy online 

– is committed to the principle that the human rights people have offline are the same online (Freedom 

Online Coalition, 2021[112]). 

Other international efforts set out a framework for applying existing rights standards to a digital context, 

and some incorporate new digital rights (such as to access). These include the UN High-Level Panel for 

Digital Co-Operation (United Nations, n.d.[113]), the declaration of the World Summit on the Information 



16  RIGHTS IN THE DIGITAL AGE: CHALLENGES AND WAYS FORWARD 

OECD DIGITAL ECONOMY PAPERS 
  

Society (WSIS) (World Summit on the Information Society Forum, 2003[114]), and the Charter of Human 

Rights and Principles for the Internet (a collaborative initiative by the UN Internet Governance Forum and 

Internet Rights and Principles Coalition from 2014) (Internet Rights and Principles Dynamic Coalition, 

2014[115]). The Council of Europe’s Guidelines to respect, protect and fulfil the rights of the child in the 

digital environment (CoE, 2018[116]), and the Committee on the Rights of the Child General Comment on 

children’s rights in the digital environment (Committee on the Rights of the Child, 2021[117]) provides 

interpretive guidance on how to protect children’s rights in the digital environment.  

The European Commission's proposal for a European Declaration on Digital Rights and Principles for the 

Digital Decade spells out shared political intentions and commitments as well as recalls and gives guidance 

on applying existing rights in the digital environment. It provides guidance on the promotion and protection 

of human rights (such as the right to freedom of expression) in a digital context, and outlines commitments, 

such as regarding digital connectivity, and interactions with algorithms and AI systems (European 

Commission, 2022[90]). At the EU level, the General Data Protection Regulation (GDPR) (European 

Commission, 2018[118]) sets out further (or ‘new’) rights within the frame of the right to privacy, including 

the right not to be subject to a decision based solely on automated processing, the right to data portability, 

and the right to erasure.12  

The proliferation of initiatives concerning rights, values and interests in the digital age underscores the 

shared and global nature of the policy and enforcement challenges that it poses. While multiple 

governments, organisations, and rights bodies seek to address these challenges within a rights framework, 

variations exist among their approaches. While some initiatives reinforce the idea that existing human 

rights law provides the framework to protect rights, others define or elaborate specific new rights in policy 

or domestic law, and others set out specific frameworks for rights in the digital age. Many initiatives use 

the same document to set out how to apply existing human rights in the digital age and to elaborate new 

ones.  

There is an increasing understanding among governments and international human rights bodies that 

protecting human rights and individual interests in the digital age might require new laws, policies, and 

strategies. However, there is not yet a coherent position as to how this can be achieved, and the evidence-

base setting out gaps and challenges is still evolving.  

3.3. Responsibility of business 

Several initiatives set out the role of business in respecting and promoting human rights. Most prominently, 

the UN Guiding Principles on Business and Human Rights (the Guiding Principles) is a non-binding, 

international instrument that sets out the responsibility of transnational corporations and other businesses 

to respect internationally recognised human rights. This includes making policy commitments, engaging in 

prevention, and conducting due diligence to identify human rights impacts. In parallel, the Guiding 

Principles say that States have a duty to ensure that businesses domiciled in their territory and/or 

jurisdiction respect human rights (UN Human Rights Office, 2011[16]).The UN Office of the High 

Commissioner for Human Rights’ B-Tech Project provides guidance and resources for implementing the 

Guiding Principles in the technology space (Office of the United Nations High Commissioner for Human 

Rights, 2021[119]).  

Consistent with the Guiding Principles, the OECD Guidelines for Multinational Enterprises (MNE 

Guidelines) state that enterprises should respect human rights, and offer specific recommendations. For 

example, enterprises should avoid infringing on the human rights of others; address potential or actual 

adverse human rights impacts linked to their operations, products, or services; mitigate risks in this regard;  

make policy commitments to respect human rights, carry out human rights due diligence, and co-operate 

with legitimate processes in the remediation of adverse human rights impacts should they have caused or 
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contributed to them (OECD, 2011[120]). A targeted update of the OECD MNE Guidelines is ongoing, 

including the chapter on science and technology. 

Finally, the OECD Recommendation on Children in the Digital Environment addresses the essential role 

of digital service providers (OECD, 2021[121]) in providing a safe and beneficial digital environment for 

children. Accompanying the Recommendation, the Guidelines for Digital Service Providers support digital 

service providers when they take actions that may directly or indirectly affect children in the digital 

environment, particularly in determining how best to respect their human rights, safety, and interests. 

4.  Conclusions 

Rapid technological developments have progressed much faster in recent decades than the policies that 

govern them. This accelerating transformation provides opportunities and risks for the enjoyment of rights 

in the digital age. It also presents challenges to the fulfilment of governments’ obligations under binding 

international human rights frameworks, and in their domestic legal frameworks.  

Examining the rights to freedom of expression and to privacy unearths several risks and tensions in a 

digital context. These include the negative impact of misinformation and disinformation and harmful content 

on the freedom of expression, and the complexity that new technologies raise around privacy and 

protection. Examining the emerging discussion around a “right to access” considers Internet access itself 

as a gateway to the fulfilment of other rights, and as a possible bellwether for the discussion of digital-

specific rights.  

There is growing interest in rights as a lens for considering policies for digital transformation. Emerging 

approaches indicate that the conceptualisation of rights in the digital age is fragmented, which can have 

implications on the coherence of efforts to promote them. At the same time, guidance from international 

human rights bodies is clear that human rights must be protected off- and online. However, the question 

remains as to how governments can navigate the digital sphere and adapt their actions to ensure the 

continued protection of human rights, legal and/or constitutional rights, and individual interests. 

In this regard, understanding is increasing among countries that upholding and protecting rights in the 

digital age requires close examination of the impact of digitalisation on the enjoyment and protection of 

rights, and on the interplay between them. While some jurisdictions seek to address rights questions within 

existing normative frameworks, others consider that this calls for specific laws, policies, strategies, and 

even new rights designed for individuals’ activities in the digital environment.   

This paper provides a point of departure for considering rights in the digital age. Looking forward, our 

challenge as a society is to find an adequate approach that enables innovation and can ensure it is safe, 

accountable, human-centred, and rights-oriented. The OECD’s whole-of-government approach, convening 

power as a forum for multi-stakeholder engagement, and focus on like-mindedness and shared values 

make it well-suited for advancing discussion on these issues. 
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Notes 

1 The explanation of rights within this paragraph should be read as a baseline definition of rights and does 

not seek to provide a comprehensive definition of rights, in general or in the context of this paper. This 

paper looks at a broad concept of rights, considering how the unique characteristics of the digital 

environment and data ecosystem have led to new concerns that human rights vocabulary may not 

accurately reflect. 

2 See for example article 19 of the International Covenant on Civil and Political Rights (UN General 

Assembly, 1966[30]).  

3 The discussion on conflict of rights in this paragraph is included to provide a basic overview of the conflict 

of rights. It does not seek to comprehensively address the conflict of rights within the complexities of the 

digital environment, but rather provide a starting point for the discussion to follow in this paper.    

4 These are OECD definitions, and do not intend to reflect definitions within individual legal systems.   

5 See, for example, the UN Strategy and Plan of Action on Hate Speech, which discusses the prohibition 

under international law on hate speech, which amounts to the incitement to discrimination (United Nations, 

2019[123]). 

6 In certain laws and academic writing, this is called “revenge porn”.  This paper uses the term “image-

based abuse” considering concerns that such terminology is a misnomer given that the spreading of such 

content is often neither revenge nor pornographic (Australian eSafety Commissioner, n.d.[124]). 

7 Other relevant laws include: France’s “Fighting hate on the Internet” law, Israel’s Bill for the Prevention 

of Offenses through Internet (Content Removal), Austria’s Communication Platform Act (KoPlG), and 
Australia’s Online Safety Act. 

8 Empirical data on national policies in OECD countries is based on a sample of openly available material. 

A sound comparative mapping of national analyses would require more comprehensive data, including 

input from countries. 

9 This section sets out only initiatives that deal specifically with rights in the digital age, and therefore does 

not cover (often longstanding) laws and policies that address stand-alone legal questions that are also the 

subject of individual rights, and which digital transformation has impacted (e.g. privacy, health, education).  

10 In addition to these initiatives, Korea expects to introduce a Bill of Digital Rights in 2023 (Ministry of 

Science and ICT, Republic of Korea, 2022[122]). 

11See for example the 2014 and 2016 HRC Resolutions on the  promotion, protection and enjoyment of 
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human rights on the Internet (United Nations Human Rights Council, 2014[125]) (United Nations Human 
Rights Council, 2016[126]); and the UNGA 2013 and 2016 resolutions on the Right to Privacy in the Digital 
Age (United Nations General Assembly, 2013[2]) (United Nations General Assembly, 2016[127]).  

12 See also Directive 2016/680 of the European Parliament and of the Council of 27 April 2016 on the 

protection of natural persons with regard to the processing of personal data by competent authorities for 
the purposes of prevention, investigation, detection or prosecution of criminal offences or the execution of 
criminal penalties, and on the free movement of such data, and repealing Council Framework Decision 
2008/977/JHA (the Police Directive). The Police Directive addresses law enforcement access to personal 
data, and the protection of the fundamental rights and freedoms of natural persons, in particular their right 
to the protection of personal data. 
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