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This chapter introduces three exploratory studies that assessed the capabilities of 

artificial intelligence (AI) through standardised education tests designed for humans. 

The first two studies, conducted in 2016 and 2021/22, asked experts to evaluate AI’s 

performance on the literacy and numeracy tests of the OECD’s Survey of Adult Skills 

(PIAAC). The third study collected expert judgements of whether AI can solve science 

questions from the OECD's Programme for International Student Assessment (PISA). 

The studies aimed to refine the assessment framework for eliciting expert knowledge 

on AI using established educational assessments. They explored different test formats, 

response methodologies and rating instructions, along with two distinct assessment 

approaches. A “behavioural approach” used in the PIAAC studies emphasised smaller 

expert groups engaging in discussions, and a "mathematical approach" adopted in the 

PISA study relied more heavily on quantitative data from a larger expert pool. This 

chapter presents the results of the studies and discusses the advantages and 

disadvantages of their methodological approaches.  

3 Assessing AI capabilities with 

education tests 
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The AI and the Future of Skills (AIFS) project carried out three exploratory studies on the use of education 

tests for collecting expert evaluations on artificial intelligence (AI). The first two studies used the OECD’s 

Survey of Adult Skills of the Programme for International Assessment of Adult Competencies (PIAAC). 

PIAAC assesses the proficiency of adults aged 16-65 in three general cognitive skills – literacy, numeracy 

and problem solving in technology-rich environments (OECD, 2019[1]).1 In 2016, a pilot study asked 

11 experts to assess whether AI can do the literacy, numeracy and problem-solving tests of PIAAC (Elliott, 

2017[2]). This pilot study served as a stepping stone into the AIFS project. In 2021/22, a follow-up study 

surveyed 15 computer experts to show how AI capabilities in literacy and numeracy have evolved since 

the pilot assessment (OECD, 2023[3]).  

A third study in 2022 used test questions from the OECD’s Programme for International Student 

Assessment (PISA) as a measurement tool. PISA assesses the knowledge and skills of 15-year-old 

students in reading, mathematics and science (OECD, 2019[4]). The study collected expert judgement on 

AI capabilities using questions from the science domain. In contrast to the studies using PIAAC, this study 

attempted to assemble a much larger sample of experts. For this purpose, the study offered different 

incentives for attracting and engaging experts in the assessment (see Chapter 2). 

The three exploratory studies aimed to improve the assessment framework for eliciting expert knowledge 

on AI using standardised tests designed for humans. To that end, the studies explored the use of different 

tests, different response formats and different instructions for rating. Moreover, they tested the feasibility 

of two generally different approaches to assessing expert knowledge for the project purposes. The studies 

using PIAAC explored the so-called behavioural approach (see Chapter 2). This means they relied on 

smaller expert groups that could engage in extensive discussions to reach agreement on AI capabilities. 

By contrast, the study using PISA followed a so-called mathematical approach. This means it relied more 

heavily on quantitative information from a larger group of experts, under the assumption that aggregation 

across many judgements reduces random error in those judgements.  

The use of education tests for assessing AI capabilities can provide both reliable and policy-relevant AI 

measures. Education tests provide standardised and objective criteria for assessing AI capabilities. This 

enables assessing AI with different expert groups and tracking AI progress across time. Moreover, 

education tests typically target skills that are taught in education institutions and widely used at work. 

Assessing how AI performs on these skills thus provides insights into AI’s potential impacts on education 

and employment. This information is important for designing education and labour market policies that are 

responsive to incoming technological changes. 

The results of the exploratory studies showed that AI performs well in all three tested domains. In literacy, 

computer experts expected that AI could solve 80% of the PIAAC questions in 2021. This marks a 

considerable improvement to the success rate of 55% in literacy obtained in 2016. In numeracy, AI was 

expected to solve around two-thirds of the PIAAC test questions in 2021/22. In science, experts expected 

AI to solve PISA science questions with 61% confidence. These results correspond to human performance 

levels in the middle or at the higher end of the performance spectrum. They show that AI can potentially 

outperform large shares of the adult and youth population. AI’s estimated performance in literacy, for 

example, is equal to or higher than that of 90% of adults in OECD countries with PIAAC data (OECD, 

2023[3]). 

However, the results also revealed some methodological challenges in collecting expert judgements on AI 

capabilities with education tests. The main challenge was disagreement among experts, especially in rating 

AI’s potential performance on the PIAAC numeracy test. Disagreement mainly related to ambiguity about 

how general the computer capabilities being assessed are supposed to be. Some experts assumed 

general capabilities that should enable successful performance over a wide range of test questions. Others 

considered narrow systems geared towards solving specific problems. To reach agreement, the experts 

thus needed clarification on the generality of the underlying capabilities being evaluated. The studies 

explored different methods to address this issue.  
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This chapter describes the three exploratory studies and compares their methodologies. The first section 

discusses the advantages of using education tests to collect expert judgements on AI. The second section 

introduces the survey instruments. The third section presents the methodology – the methods used for 

expert knowledge elicitation, including the questionnaires used for the expert surveys. The fourth section 

presents the main findings and discusses the quality of measures. The fifth section elaborates on the 

strengths and weaknesses of the approaches used and the sixth section outlines the next steps in this 

project strand.  

Rationale for assessing AI capabilities with education tests 

The elicitation of expert ratings on AI capabilities with education tests has a number of methodological 

advantages: 

• Education tests provide a standardised and objective way for eliciting expert knowledge. This 

enables reproducing an AI assessment with different groups of experts and across time. 

• Education tests provide concrete and detailed descriptions of the test tasks. This enables computer 

experts to make more objective and precise judgements since they do not have to rely on implicit 

assumptions about the task requirements. This improves the reliability of the assessment.  

• Education tests enable comparisons of computer and human capabilities. This can show which 

skills may become obsolete and which may gain in significance in the years ahead. Moreover, 

education tests typically assess various socio-demographic characteristics of respondents in 

addition to their skill proficiency. This enables fine-grained AI-human comparisons within different 

country contexts, age groups or occupations. Such analysis can show which social groups are 

particularly vulnerable to automation.  

• Education tests offer a graduated progression from simple to complex tasks. This allows for 

obtaining more nuanced measures of AI performance across different levels of task difficulty.  

• Assessing AI capabilities on education tests provides information that is useful for policy making. 

Both PIAAC and PISA assess key cognitive skills that are used in most social contexts and work 

situations. These skills strongly affect individuals’ ability to participate effectively in the labour 

market, education and training, and social and civic life (OECD, 2019[1]). Understanding how AI 

performs with respect to these skills can thus provide valuable insights into AI’s potential impacts 

on work and life. 

• Assessing AI against education tests provides understandable measures. Compared to benchmark 

tests and evaluations used in AI research, education tests can describe AI capabilities in a way 

that is meaningful to the general public. In addition, educators and education researchers are 

typically familiar with the skills assessed in education tests and the ways those skills are developed 

in education and used at work and in daily life. 

Against this background, expert judgement on whether AI can carry out education tests constitutes an 

important source of information for the AIFS project. This information can complement the overall 

assessment framework in areas in which results from direct assessments of AI systems are lacking.  
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Box 3.1. Use of education tests in AI evaluation  

Computer scientists employ various education tests to directly assess AI systems’ performance. For 

instance, Hendrycks et al. (2020[5]) evaluated state-of-the-art AI models, including different 

configurations of GPT-3 (Generative Pre-trained Transformer), on 57 education tests. The tests cover 

various disciplines, including mathematics, physics, history, micro econometrics, geography, law, 

anatomy and philosophy. They span elementary to university-level courses. While most models 

performed at nearly random levels, the largest GPT-3 achieved an average accuracy of 44% across 

tests. This performance was lowest in subjects that require quantitative reasoning, such as mathematics 

and physics, and in subjects related to human values, such as law and ethics.  

AI performance on education tests has increased with the introduction of more powerful langue models. 

GPT-3.5, introduced in early 2022, demonstrated strong performance in college-level art history, 

environmental science, psychology, political studies and writing, among others (OpenAI, 2023[6]). 

GPT-4, introduced in March 2023, outperformed GPT-3.5 on most of these exams (Bubeck et al., 

2023[7]; OpenAI, 2023[6]). However, performance in quantitative subjects remains moderate. A study 

that evaluated the mathematical capabilities of GPT-4 concluded that while the model performs well in 

undergraduate-level mathematics, it often fails on graduate-level difficulty (Frieder et al., 2023[8]).  

Some computer scientists have argued that standardised education tests are a useful evaluation tool 

for AI systems. According to Clark and Etzioni (2016, p. 4[9]), such tests are “accessible, easily 

comprehensible, clearly measurable, and offer a graduated progression from simple tasks to those 

requiring deep understanding of the world”. Additionally, they encompass a broad spectrum of AI 

capabilities. Hendrycks et al. (2020[5]) note that education tests require extensive world knowledge and 

problem solving ability. They thus provide important insights into AI models’ overall language 

understanding abilities.  

Overview of the education tests used  

The following subsections introduce PIAAC and PISA. They provide information on the approaches these 

surveys use to assess skills and describe the formats of test questions, as well as the contexts and 

cognitive strategies they address.  

Assessing literacy and numeracy in the Survey of Adult Skills (PIAAC) 

The Survey of Adult Skills (PIAAC) is conducted every ten years. The First Cycle took place between 2011 

and 2018, collecting data from 39 countries and economies. It surveyed approximately 250 000 

respondents, with national samples ranging from about 4 000 to nearly 27 300 (OECD, 2019[1]). First results 

from the Second Cycle are expected in 2024. 

The survey assesses the proficiency of adults aged 16-65 in literacy, numeracy and problem solving with 

computers. The pilot study from 2016 focused on all three domains, while the follow-up study from 2021/22 

used only the literacy and numeracy assessments of PIAAC. This report covers only results on AI 

capabilities in literacy and numeracy since they were assessed in both time points. These skills are 

considered key cognitive skills since they build the foundation for developing higher-order skills 

(e.g. analytic reasoning and learning-to-learn skills) and for acquiring new knowledge. In technology-rich 

societies, literacy and numeracy are essential for gaining access to information relevant to everyday life 

(OECD, 2012[10]). 
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PIAAC assesses both skill proficiency and question difficulty on a 500-point scale. Questions are first 

assigned a difficulty score, which is dependent on the proportion of respondents who complete them 

successfully. Respondents are then placed on the same scale, based on the number and difficulty of 

questions they answer correctly. For simplicity, the 500-point scale is broken down into six 

proficiency/difficulty levels (below Level 1, Levels 1-5). A person with a proficiency score in the middle of 

the range defining the level can successfully complete tasks at that level approximately 67% of the time. 

For example, a person with a score in the middle of Level 2 would score close to 67% in a test made up of 

items of Level 2 difficulty (OECD, 2013[11]).  

The PIAAC literacy test measures adults’ ability to understand, evaluate, use and engage with written texts 

in real-life situations. It contains 57 reading tasks that adults typically encounter in work and personal life. 

Examples include job postings, webpages, newspaper articles and e-mails. These texts are presented in 

different formats – as print texts, digital texts, continuous texts, sentences formed into paragraphs or 

non-continuous texts, such as those appearing in charts, lists or maps. Items can also contain multiple 

texts that are independent from each other but linked for a particular purpose (OECD, 2012[10]; OECD, 

2013[11]). 

Easy literacy tasks (below Level 1 and Level 1) require knowledge and skills in recognising basic 

vocabulary and reading short texts. Tasks typically require the respondent to locate a single piece of 

information within a brief text. In intermediate-level tasks (Levels 2 and 3), understanding text and rhetorical 

structures becomes more central, especially navigating complex digital texts. Texts are often dense or 

lengthy. They may require the respondent to construct meaning across larger chunks of text or perform 

multi-step operations to identify and formulate responses. Hard tasks (Levels 4 and 5) require complex 

inferences and application of background knowledge. Texts are complex and lengthy and often contain 

competing information that is seemingly as prominent as correct information. Many tasks require 

interpreting subtle evidence-based claims or persuasive discourse relationships. 

The PIAAC numeracy test measures the ability to access, use, interpret and communicate mathematical 

information and ideas to manage the mathematical demands of everyday life (OECD, 2012[10]; OECD, 

2013[11]). It contains 56 tasks that are designed to resemble real situations from work and personal life, 

such as managing budgets and project resources, and interpreting quantitative information presented in 

the media. The mathematical information can be presented in many ways, including images, symbolic 

notations, formulae, diagrams, graphs, tables and maps. Mathematical information can be further 

expressed in textual form (e.g. “the crime rate increased by half”). 

Easy numeracy tasks (below Level 1 and Level 1) require respondents to carry out simple, one-step 

processes. Examples are counting, understanding simple percentages or recognising common graphical 

representations. The mathematical content is easy to locate. Tasks at medium difficulty levels (Levels 2 

and 3) require the application of two or more steps or processes. This can involve calculation with decimal 

numbers, percentages and fractions, or the interpretation and basic analysis of data and statistics in texts, 

tables and graphs. The mathematical information is less explicit and can include distractors. Hard tasks 

(Levels 4 and 5) require understanding and integrating multiple types of mathematical information, such 

as statistics and chance, spatial relationships and change. The mathematical information is presented in 

complex and abstract ways or is embedded in longer texts. 
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Box 3.2. Example items from PIAAC and PISA  

Figure 3.1 presents example items from the PIAAC literacy and numeracy tests. These sample items 

are at difficulty Level 3.  

Figure 3.1. PIAAC Literacy and Numeracy – Sample items 

 

Source: OECD (2012[10]), Literacy, Numeracy and Problem Solving in Technology-Rich Environments: Framework for the OECD Survey of 

Adult Skills, http://dx.doi.org/10.1787/9789264128859-en. 

http://dx.doi.org/10.1787/9789264128859-en
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Figure 3.2 shows an example for an item of the PISA science test at difficulty Level 2.  

Figure 3.2. PISA Science – Sample item  

 

Source: OECD (2009[12]): Take the Test: Sample Questions from OECD's PISA Assessments, https://doi.org/10.1787/9789264050815-en. 

Assessing science literacy in the Programme for International Student Assessment 

(PISA) 

PISA assesses the knowledge and skills of 15-year-old students in reading, mathematics and science. The 

assessment has taken place every three years since 2000, with each round testing one of the three 

subjects in detail and providing basic results for the other two. In addition, some assessment rounds offer 

optional assessments, for example, on students’ familiarity with information and communication 

technologies (ICT) in 2015 (OECD, 2016[13]) or on students’ well-being in 2018 (OECD, 2019[4]). The last 

assessment round to date, in 2022, collected information from more than 80 countries and economies.  

https://doi.org/10.1787/9789264050815-en
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The AIFS project focused on the PISA science assessment. It used 20 publicly released test questions 

from the science domain, which were either used in actual assessments or tested in PISA field trials 

(see Figure 3.2 in Box 3.2 for an example).2 PISA’s science questions measure students’ scientific 

knowledge, as well as the ability to use that knowledge to identify scientific issues, explain phenomena 

scientifically or use scientific evidence. They use multiple-choice or open-ended response formats and are 

typically presented in text, although some questions contain images, graphics or tables. The questions are 

designed to resemble a wide variety of real-life situations that involve science and technology. Topics are 

related to personal (e.g. nutrition), social (e.g. disease control) or global (e.g. climate change) issues and 

cover the domains of health, natural resources, environmental quality, hazards and the frontiers of science 

and technology.  

Scores in PISA are scaled to fit a normal distribution with a mean of 500 score points and a standard 

deviation of 100 score points. They do not have a substantial meaning and, theoretically, there is no 

minimum or maximum score (OECD, 2019[4]). In the first detailed assessment of science in 2006, around 

two-thirds of students in OECD countries scored between 400 and 600 score points (OECD, 2007[14]). 

Similarly, as in PIAAC, the difficulty of individual questions is given a score on the scale that depends on 

the proportion of test takers getting the question correct. Student performance is then described by 

assigning each student a score according to the number and difficulty of questions he or she has answered 

correctly.  

To ease the interpretation of results, PISA summarises science scores into six proficiency levels (Levels 1 

to 6). Questions at Levels 1 and 2 are easier, requiring students to recall simple scientific facts or to use 

common scientific knowledge in drawing or evaluating conclusions. Questions at medium difficulty at 

Levels 3 and 4 require students to use scientific knowledge to make predictions, provide explanations, 

recognise relevant questions, and select relevant information from competing data or claims. Hard tasks 

at Levels 5 and 6 require students to create or use conceptual models to predict or explain scientific 

phenomena; to understand the design of scientific studies and the hypotheses they test; to use data to 

evaluate alternative viewpoints or differing perspectives; and to communicate scientific results.  

Methodology for collecting expert judgement on AI with education tests 

The pilot study using PIAAC was carried out with 11 experts in May 2016 (Elliott, 2017[2]). Five years later, 

a second study followed up, using a comparable revised methodology (OECD, 2023[3]). This follow-up 

study consisted of two rounds. In December 2021, 11 computer experts completed the literacy and 

numeracy assessments. Due to diverging ratings in the numeracy domain, a second round of interviews 

in September 2022 engaged four computer scientists with expertise in mathematical reasoning of AI. This 

second round applied a modified framework for rating to address expert disagreement.  

In 2022, a third study using PISA questions was carried out. The study used the latest modified framework 

for rating. It first collected judgements from 12 core experts who participated in the previous PIAAC 

assessment. The study then conducted a large-scale online assessment with new experts to compare the 

advantages of this approach to the use of smaller groups of experts who engage with the project on a 

long-term basis. The following sections describe the methodology used in the three studies and how it was 

improved in the course of the work. 

Collecting expert judgement 

The methodology for collecting expert judgement in the three exploratory studies progressed from a 

behavioural to a mathematical approach (Rowe, 1992[15]). As described in Chapter 2, the behavioural 

approach relies on a few experts who engage in in-depth discussions to arrive at a consensus judgement 

on a question. This aims to address questions in their complexity by considering different arguments and 
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perspectives and to draw on the best of these arguments to build a group judgement. By contrast, the 

mathematical approach relies on many experts who provide individual judgements without interacting with 

each other. The goal is to avoid social biases such as social conformity or dominance of influential 

individuals.  

The pilot study with PIAAC came closest to a behavioural approach. Here, the 11 experts made their 

ratings during a two-day meeting. Materials, containing instructions and the PIAAC questions in literacy, 

numeracy and problem solving, were provided in advance. Experts were encouraged to study the 

questions and provide initial comments and reactions prior to the meeting. During the meeting, the experts 

provided their judgements and discussed salient questions, problematic issues or any ideas and 

arguments that group members brought up (Elliott, 2017[2]).  

The follow-up study followed a more structured approach. Experts received the PIAAC questions one week 

in advance. They had then two weeks to provide their ratings in an online survey. During this time, they 

were able to access the survey at any time via an individualised survey link. Finally, the experts discussed 

the results in a subsequent four-hour online meeting (OECD, 2023[3]).  

Interaction between experts is a key element of these studies. In the pilot study, experts could freely 

discuss their evaluations and any other matters related to the assessment. In the follow-up study, experts 

could communicate with the group via e-mail at any point of the assessment process. Most importantly, 

they received feedback on the group results from the online survey. During the four-hour workshop, they 

discussed these results, focusing on questions that received diverging ratings. Afterwards, experts had the 

opportunity to revise their ratings in response to the feedback received and the group discussion. This 

interaction was intended to encourage information sharing. Since some experts may have more 

information on specific AI applications or recent research results, they should be able to share their 

knowledge with the group.  

The study using PISA tested an approach where experts completed the online survey without the possibility 

to interact and without receiving the test materials in advance. The study started with replicating the 

approach used in the previous assessment with PIAAC. That is, 12 of the core experts were invited to 

participate in the study. They received the PISA science questions in advance, rated potential AI 

performance on them in an online survey and discussed the results in an online meeting. Subsequently, 

the study invited more than 180 new experts to participate in the AI assessment with PISA. Of these, 63 

expressed interest in participating and 33 actually participated in the online survey. These new experts 

had one month to complete the online survey. During this time, they did not have contact with other 

participants.  

This latter approach served three purposes. First, restricting interaction among group members should 

account for social biases. Such biases can occur, for example, when only ideas that are broadly acceptable 

to all group members are discussed, or when a charismatic person imposes his or her opinions on the 

group (Tversky and Kahneman, 1974[16]). Second, surveying many experts should better represent 

opinions and expertise in the scientific community regarding AI capabilities. Third, the approach should 

offer a faster and less costly way of collecting expert judgement since experts are only completing the 

online survey.  

Response categories 

In the pilot study with PIAAC, experts rated whether AI could solve each of the test questions with a Yes, 

Maybe or No. The subsequent discussion revealed that experts differed in their interpretation of the Maybe 

category. Some experts used it to express genuine uncertainty about AI’s performance, while others used 

it as a not very certain Yes (Elliott, 2017[2]).  

The follow-up study attempted to gather more nuanced information on the certainty of experts’ answers. It 

used a different question to elicit expert knowledge: “How confident are you that AI technology can carry 
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out this task?”. The response options were “0% – No, AI cannot do it”, “25%”, “50% – Maybe”, “75%”, 

“100% – Yes, AI can do it” and “Don’t know”. This scale reflects both experts’ confidence and their rating 

of the capability of AI. For example, “0% No, AI cannot do it” means that experts are certain that AI cannot 

carry out the task, while 25% means that experts think that AI probably cannot do it. The “50% – Maybe” 

category means full uncertainty (OECD, 2023[3]). The study using PISA assessed experts’ confidence in 

AI solving the task with the same question. However, the large-scale sample used a continuous scale 

ranging from 0% to 100% confidence. 

Assessing uncertainty in experts’ answers is important for establishing more valid AI measures. Some 

experts may lack specific knowledge regarding AI’s capabilities on particular tasks. Others may have 

trouble understanding the test question or the instructions for rating. Accounting for this, for example, by 

giving uncertain ratings a lower weight in the analysis, can improve measures. Moreover, a high proportion 

of uncertain ratings on specific questions can draw attention to a lack of clarity of some tasks or to general 

ambiguity in the field regarding AI’s performance on the tasks. Indicating and excluding such problematic 

questions can improve the analysis.  

Instructions for rating 

In making their evaluations, experts needed to consider a hypothetical process of adapting current AI 

techniques to the specific context of the test questions as no AI systems are tailored for solving PISA or 

PIAAC. Therefore, existing systems should be adapted for these tests, for example, by training them on 

relevant examples or by coding information about specific vocabularies, relationships or types of 

knowledge representation, such as charts and tables. Experts should use identical parameters for this 

hypothetical development effort in order to provide consistent ratings.  

The pilot study using PIAAC defined two such parameters for experts to consider. First, experts were 

instructed to think of “current” computer techniques, meaning any available techniques addressed 

sufficiently in the literature. That is, experts were asked to imagine applying available systems instead of 

creating entirely new ones. Second, the instructions asked experts to consider a development effort that 

costs up to USD 1 million and takes no longer than one year to implement (Elliott, 2017[2]).  

The follow-up study used the same criteria to define the boundaries of the hypothetical advance 

preparation of AI systems for the tests. However, after the first assessment round, experts suggested that 

these parameters should be revised. They generally saw the hypothetical investment of USD 1 million as 

insufficient and proposed fitting this effort to the size of a major commercial AI development project to 

better reflect reality in the field. In addition, experts pointed out that PIAAC questions have many and 

different response types, some of which may be difficult for computers (e.g. clicking an answer). They 

advised changing the instructions for rating to allow for some hypothetical transformation of the task format. 

Such transformation should remove trivial hurdles to solving the task with AI, without changing the nature 

of the capabilities the test attempts to measure (OECD, 2023[3]). These suggestions were implemented 

both in the second round of the follow-up study with PIAAC and the study with PISA. 

Framing the rating exercise  

The studies using PIAAC instructed experts to imagine a single hypothetical AI system for solving each 

test domain. However, experts did not always follow this rule. Some viewed different question types within 

a test (e.g. numeracy questions containing tables) as separate, narrow problems and evaluated AI’s 

capacity to solve them independently from each other. That is, they considered different systems for 

different problems. By contrast, other experts viewed a test as a general challenge for AI to process 

multimodal inputs in various settings. They considered one system solving all test questions, including 

similar tasks that are not part of the test (OECD, 2023[3]).  
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How experts saw the scope of the test affected their judgements. The ones who focused on narrow 

problems generally gave more positive ratings than those who focused on general challenges. This led to 

diverging evaluations. The divergence in experts’ rating was most pronounced in the follow-up PIAAC 

numeracy assessment. The numeracy test contains more diverse question types, including graphs, 

images, tables and maps, compared to the literacy and science tests that consist mostly of text inputs. 

This increased the ambiguity about the types of question formats that a hypothetical system is supposed 

to master. 

To address this issue, the studies needed to define the full range of problems that AI is supposed to solve 

in a test domain. However, providing such information is not trivial. It requires defining all types of tasks 

that humans who master the test are expected to solve, and that machines should also be able to solve to 

be assigned the same underlying capability. Therefore, several other steps were taken to improve expert 

agreement in the follow-up study with PIAAC and the study with PISA. 

First, the studies provided experts with information from the assessment frameworks of PIAAC and PISA. 

These documents describe the conceptual frame of the assessments. They define the underlying skills 

targeted by the assessments and describe the types and formats of the test questions. This information 

was synthesised and supplemented by nine example survey questions of low, medium and high difficulty 

to exemplify the scope of the test and how general the capabilities required for solving it should be. It was 

provided to experts prior to the online survey in the assessment with the four experts in mathematical 

reasoning, and at the onset of the online survey in the large-scale assessment. 

Second, the studies asked experts to describe a high-level approach for solving each test using the 

information from the assessment framework and the example tasks. Subsequently, they were asked to 

rate the potential success of their imagined approach on each question of the test. Encouraging experts to 

think of a single system that can tackle all problems in a test was intended to provide a common ground 

for the evaluation. It should also facilitate understanding and communication among experts since it 

enables them to review the arguments and considerations of their peers.  

Additional questions  

In addition to how experts assess AI on the test, the survey asked a number of other questions. All online 

surveys contained open-ended questions asking experts to explain their ratings of AI performance on each 

question. The goal was to collect additional qualitative information on the rationales behind the ratings. At 

the end of each survey, experts could report any difficulties in understanding or answering the questions 

in a domain or leave any comments or suggestions.  

The studies also asked experts to predict the performance of AI on the tests in future. These projections 

were collected in order to explore ways of tracking AI progress over time. The pilot study using PIAAC 

asked experts to predict AI performance ten years in the future. The follow-up study using PIAAC and the 

study using PISA used a shorter time frame of five years. The discussion showed that experts are more 

confident in making predictions over a shorter time horizon given the rapid rate of change in AI technology. 

They are also used to projecting AI research trends over three to five years when applying for research 

grants. 

One challenge in using tests developed for humans is that they take for granted capabilities that most 

humans share, such as short-term memory or object recognition. This may result in misleading AI 

measures if computers fail the tests because they lack such capabilities rather than because they lack the 

primary capabilities being assessed. To tackle this problem, the follow-up study using PIAAC included an 

additional question: “If you think that AI cannot carry out the entire task or you are uncertain about it, would 

you say that AI can carry out parts of the task? If so, which part(s)?” (OECD, 2023[3]). This question was 

intended to specify the elements of tasks that are easy for machines to perform in order to collect more 
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precise information on computer performance. However, only a few experts made use of this question, 

which led the OECD team to abandon it in subsequent assessments. 

Constructing aggregate measures  

The studies used two aggregation approaches to construct single measures for AI literacy, numeracy and 

science performance from the individual expert ratings (OECD, 2023[3]). The first approach relies on the 

majority opinion of experts. It labels each test question as solvable or not solvable by AI based on what 

most experts judged. Questions on which experts cannot reach majority agreement are excluded from the 

analysis. The aggregate measures of AI performance show the percentage share of test questions in a 

domain that AI could solve according to the majority of computer experts. These measures are comparable 

to human scores that show the expected probability of respondents of successfully completing test items. 

As another advantage, they are robust, relying on experts’ consensus understanding of AI capabilities.  

A second approach constructs final measures by averaging across all experts’ ratings. That is, the 

aggregate AI measures are computed by taking the mean of experts’ ratings on each question and then 

averaging these mean ratings across all questions in a domain. The advantage of these measures is that 

they reflect all experts’ opinions about AI capabilities. However, they are harder to interpret and not 

comparable to human scores as they show the average confidence of experts that AI can solve the test.  

The follow-up study with PIAAC used the “majority” rule to aggregate experts’ ratings. This is in line with 

the behavioural approach for eliciting expert judgements that focuses on discourse and consensus building 

among experts. By contrast, the PISA science assessment, which follows the mathematical approach for 

expert knowledge elicitation, averages all experts’ ratings to arrive at final AI measures. This reflects the 

goal of the mathematical approach to build measures representing a broad spectrum of expertise and 

opinions in the expert community. 

In the following, results from the studies with PIAAC are presented by following the “majority” rule, while 

results from the PISA assessment are computed with the “average” rule. Annex 3.A presents analyses 

from each study using the alternative approach. All measures are presented for different levels of question 

difficulty to provide a more detailed picture of AI performance on the tests. 

Results 

This section outlines the assessed performance of AI on the PIAAC literacy, PIAAC numeracy and PISA 

science questions. It also evaluates the quality of these AI performance metrics through several indicators 

of validity and reliability. 

To facilitate a more direct comparison, answer categories from the 2021/22 PIAAC literacy and numeracy 

assessments were aligned with the Yes, Maybe and No categories from the 2016 study. That is, ratings of 

0% and 25% were combined into a No-category, and ratings of 75% and 100% were treated as Yes. The 

aggregate measures then show the share of test questions, for which the majority of experts give a Yes. 

In contrast, the AI measures obtained with PISA indicate the average level of experts' confidence in AI's 

ability to successfully complete the test tasks. 

AI capabilities in literacy, numeracy and science 

Figure 3.3 shows results from the pilot and follow-up studies with PIAAC for literacy. It indicates a clear 

improvement of AI literacy capabilities from 2016 to 2021. According to the majority of experts, AI's 

potential performance on the test increased at all difficulty levels. The increase amounts to 25 percentage 

points across all questions, moving from 55% to 80% between 2016 and 2021. These findings align well 

with the significant advances in natural language processing (NLP) that have occurred since 2016. These 
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include the advent of large pre-trained language models like GPT-2 and GPT-3, predecessors to ChatGPT 

(Radford et al., 2018[17]). The coherence between experts' judgements and known progress in AI 

capabilities suggests that experts have a solid grasp of the task at hand. 

Figure 3.3. AI literacy performance in 2016 and 2021, by question difficulty 

Percentage share of literacy questions that AI can answer correctly according to a simple majority of experts; 

measures use Yes/No-ratings, Maybe omitted 

 

Source: Adapted from (OECD, 2023[3]), Is Education Losing the Race with Technology?, Figure 5.2, https://doi.org/10.1787/73105f99-en. 

The results of the numeracy assessment are less straightforward. Following the same aggregation 

approach,  Figure 3.4 shows a decline in AI’s performance on the numeracy questions between 2016 and 

2021/22. The decline is most pronounced at question difficulty Level 3 and Level 4 and above – 16 and 35 

percentage points, respectively.  

In the follow-up assessment, the 11 experts who completed the first assessment round in 2021 and the 

4 mathematical reasoning experts who re-assessed numeracy in 2022 provided similar aggregate ratings. 

This suggests that neither the assessment modifications nor the shift in expertise significantly impacted 

group ratings on numerical skills. 

These counter-intuitive results have to do with strong disagreement among experts in the follow-up study. 

Two opposing groups emerged. In the first round, five experts evaluated AI negatively on almost all 

questions, while four other experts provided mostly positive ratings. In the second round, one expert had 

overly negative ratings, another had mostly negative ratings and the other two were in the middle. This led 

to thin majorities, often determined by a single vote, and resulting in arbitrary conclusions on AI's 

capabilities. 

https://doi.org/10.1787/73105f99-en
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Figure 3.4. AI numeracy performance in 2016 and 2021, by question difficulty 

Percentage share of numeracy questions that AI can answer correctly according to a simple majority of experts; 

measures use Yes/No-ratings, Maybe omitted 

 

Source: Adapted from (Elliott, 2017[2]), Computers and the Future of Skill Demand, https://doi.org/10.1787/9789264284395-en, and (OECD, 

2023[3]), Is Education Losing the Race with Technology?,  https://doi.org/10.1787/73105f99-en. 

StatLink 2 https://stat.link/2ryum7 

Figure 3.5 presents results from the assessment using PISA science questions, distinguishing between 

the 12 core experts and the larger expert group. It shows that both groups of experts have similar high 

confidence in AI solving easier questions, and lower confidence for more difficult ones. Overall, AI is 

expected to solve easy questions (Levels 1 and 2) at 78% confidence in the core expert group and at 73% 

confidence in the large expert group, which decreases to 62% and 53%, respectively, for questions of 

medium difficulty (Levels 3 and 4), reaching 56% and 45%, respectively, for hard questions (Levels 5 and 

6).  

The science questions consist mostly of text inputs. Therefore, the similarity of the results to those obtained 

with the PIAAC literacy test is not surprising. It reflects the strong performance of NLP systems in 

question-answering and text generation. That both the small- and the large-scale assessments produce 

similarly high ratings in this domain suggests that both the behavioural and the mathematical approaches 

to collecting expert judgement are effective in obtaining plausible evaluations from experts. 

 

https://doi.org/10.1787/9789264284395-en
https://doi.org/10.1787/73105f99-en
https://stat.link/2ryum7
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Figure 3.5. Predicted AI performance on PISA science questions in 2022 by core experts and larger 
expert group, by question difficulty 

Average of experts' confidence in AI solving PISA science questions 

 
StatLink 2 https://stat.link/vm3j4s 

Comparison with human performance 

As discussed above, the use of education tests for measuring AI capabilities offers the benefit of detailed 

comparisons to human performance. This provides insights into the potential impact of AI on essential 

skills used in educational and work settings. Tests like PIAAC go a step further in linking performance 

scores of respondents to various socio-economic and demographic characteristics. This allows, for 

example, for nuanced analyses of skill performance across countries, occupations, education levels or age 

groups.  

Figure 3.6 illustrates how AI and human capabilities compare in literacy. The assessed AI performance by 

experts is compared to three proficiency levels of adult respondents. Adults at each proficiency level are 

expected to complete successfully 67% of the questions at that level. They have higher probability of 

success at easier questions, and lower chances to answer harder questions. The figure shows that 

expected AI performance resembles that of Level 3 adults. That is, AI is expected to solve about two-thirds 

of the Level 3 questions and almost all Level 1 and 2 questions. At Level 4, expected performance is 

actually closer to that of Level 4 adults, at 70%. However, this latter result should be interpreted with caution 

due to the small number of questions at that level. 

https://stat.link/vm3j4s
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Figure 3.6. Literacy performance of AI and adults of different proficiency 

Share of literacy questions that AI can answer correctly according to the majority of experts compared to the 

probability of successfully completing items of adults at different proficiency levels 

 

Source: Adapted from (OECD, 2023[18]), Is Education Losing the Race with Technology?, Figure 4.6, https://doi.org/10.1787/73105f99-en. 

PIAAC data show that most adults have literacy skills below Level 3. Across the OECD countries that 

participated in PIAAC, on average, 35% of adults are proficient at Level 3 and 54% score below this level; 

only 10% of adults perform better than Level 3 in literacy (OECD, 2019, p. 44[1]). This suggests that AI can 

potentially outperform a large proportion of the population on the PIAAC literacy test. 

Quality of AI measures 

Disagreement among experts 

If experts strongly diverge in their ratings, the assessment instrument likely lacks objective and clear criteria 

for rating, necessary for ensuring consistent results. In other words, the assessment instrument would not 

be reliable. This section looks at the diversity in experts’ ratings, as it provides insights into inter-rater 

reliability.   

Figure 3.7 shows the minimum and maximum average expert rating, as well as the standard deviation (SD) 

in these averages across the assessments. The average expert ratings are the means of each expert’s 

ratings within an assessment. The figure shows that the highest variability in experts’ overall judgements 

is in the numeracy domain (SD of 22.3 in 2016, 35.1 in 2021 and 24.0 in 2022), while SDs in literacy and 

science vary between 14.5 and 17.3. This reflects the strong disagreement in opinions in numeracy. In the 

first assessment round of the follow-up study with PIAAC, experts were uncertain how to interpret the 

scope of the numeracy tasks that an AI is supposed to master. Some assumed narrow tasks, while others 

focused on the entire range of tasks contained in the numeracy test. The result was two groups of experts 

with opposing opinions. Specifying the scope of tasks and clarifying the instructions for rating in the second 

round of the numeracy assessment resulted in agreement in the group discussion. However, there was 

still considerable variability in numerical ratings (OECD, 2023[3]). 

https://doi.org/10.1787/73105f99-en
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Figure 3.7. Divergence in experts’ evaluations in different assessments 

Minimum and maximum average expert rating and standard deviation of average expert ratings 

 

Source: Adapted from (Elliott, 2017[2]), Computers and the Future of Skill Demand, https://doi.org/10.1787/9789264284395-en, and (OECD, 

2023[18]), Is Education Losing the Race with Technology?,  https://doi.org/10.1787/73105f99-en. 

StatLink 2 https://stat.link/zou86t 

Uncertainty among experts 

The degree to which experts are certain in their evaluations is instructive for the validity of measures. A 

high level of uncertainty among experts would suggest that the resulting indicators may not measure what 

they intend to measure. This would call for refining of assessment methodologies and the evaluation 

process. 

Figure 3.8 shows the share of questions in each assessment that receive at least 20% of uncertain ratings. 

Uncertain ratings include the Maybe- and Don’t know-categories. In the study with PISA, which uses a 

continuous scale for assessing experts’ confidence, uncertainty is defined as confidence ratings in the 

40-60% range. The share of questions receiving more than 20% of uncertain ratings is high in all 

assessments (between 39% and 54%). One exception is the first round of the follow-up numeracy 

assessment (18%). The 11 experts here expressed more certainty in their evaluations but had more 

opposing views on AI numeracy capabilities. Overall, the observations on experts' uncertainty show that 

obtaining valid ratings from experts is hard. Experts are not always knowledgeable about AI’s potential to 

solve concrete tasks.  

https://doi.org/10.1787/9789264284395-en
https://doi.org/10.1787/73105f99-en
https://stat.link/zou86t
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Figure 3.8. Share of questions that receive more than 20% of uncertain ratings in different 
assessments 

Share of questions receiving at least 20% of Maybe-, Don't know-ratings or ratings within the 40-60% certainty range 

on PISA science questions 

 

Source: Adapted from (Elliott, 2017[2]), Computers and the Future of Skill Demand, https://doi.org/10.1787/9789264284395-en, and (OECD, 

2023[3]), Is Education Losing the Race with Technology?,  https://doi.org/10.1787/73105f99-en. 

StatLink 2 https://stat.link/gno8v3 

Testing AI directly 

An effective way to evaluate the validity of the AI measures obtained from experts is to compare them to 

actual performance of state-of-the-art AI systems. In 2023, the project commissioned AI researchers to 

assess the performance of GPT-3.5 and GPT-4 on PISA reading, mathematics and science questions 

(OECD, 2023[18]). Sixteen of the science questions were also evaluated by the experts. In the following, 

the expert ratings on these questions are compared to GPT-3.5 performance (Ye et al., 2023[19]). This 

model was released in March 2022, before the assessment took place, and was an integral part of the first 

version of ChatGPT, released in November 2022.  

GPT-3.5 performed well on easier questions, and less so on harder ones. It solved all of the test questions 

at Levels 1 and 2 and fewer questions at higher levels of difficulty. Overall, it could solve 12 of the 16 items. 

Figure 3.9 compares these results to the confidence ratings of experts. All questions that GPT-3.5 could 

solve have received high confidence ratings by experts, except for one. This latter question received an 

average rating of 47%, indicating uncertainty among experts regarding AI performance. Out of the four 

questions that GPT-3.5 could not solve, two were incorrectly rated as likely solvable. However, these 

ratings are again closer to uncertainty (55% and 62%).  

Overall, these findings show that experts, although uncertain in many matters, can correctly assess the 

capabilities of current state-of-the-art of AI technology. 

https://doi.org/10.1787/9789264284395-en
https://doi.org/10.1787/73105f99-en
https://stat.link/gno8v3
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Figure 3.9. Experts' ratings of AI and GPT-3.5 performance on PISA science questions 

Means of experts' ratings on 16 PISA science questions, by correct and incorrect response by GPT-3.5 

 
StatLink 2 https://stat.link/f0bmed 

Lessons learnt 

The results of the online assessments and, above all, the discussions with experts revealed a number of 

challenges in using education tests to collect expert judgement on AI. The project team worked together 

with the experts to develop methodological solutions. This section outlines the major takeaways from this 

work. 

Quantitative disagreement, qualitative agreement 

It proved difficult to obtain coherent expert ratings on AI’s capability to solve the education tests. Part of 

this difficulty related to differences in how experts interpreted the scope of the test questions that a 

hypothetical system is supposed to master. Discussions with experts showed that some were inclined to 

rate AI on subsets of similar test questions, similar to how AI systems are typically trained and evaluated 

in practice. Other experts evaluated current systems’ capability to tackle all test questions in a domain at 

once. Overall, experts agreed that developing tailored solutions for narrow tasks is easier than developing 

general systems that can tackle all types of questions, including similar questions that are not part of the 

test. The project team attempted to specify the assumed scope of the test in order to translate this 

qualitative agreement into coherent numerical ratings.  

The proposed new instructions for rating were tested in a second round of the follow-up study with the 

PIAAC numeracy test and in the study with PISA. The ratings obtained with this method from the 

assessment with PISA did not diverge strongly, as shown in Figure 3.7. However, the new framing has 

only partially reduced disagreement in the PIAAC numeracy assessment. That is, compared to the 

11 experts who completed the first round of the follow-up numeracy assessment, the 4 experts in 

mathematical reasoning who re-assessed numeracy with the new framing showed lower – but still 

substantial – variation in their ratings. 

The discussion with the four experts showed that they clearly interpreted the scope of tasks that a 

hypothetical system is supposed to solve from the instructions. However, they differed in the time frame 

https://stat.link/f0bmed
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which they used for the evaluation. Experts were instructed to consider a hypothetical engineering effort 

to develop a system for the test using state-of-the-art AI techniques. The experts with the highest ratings 

argued that, given rapid advancements in the field, such an effort would produce the desired results within 

less than one year.3 By contrast, the expert with the lowest ratings focused on the current state of AI 

systems, which were not able to solve the numeracy test at the time. However, he agreed that systems 

will likely reach this stage within a year.  

Overall, the methodological changes introduced in the rating exercise have increased clarity and 

consensus about AI capabilities. However, there is still need for improvement. The instructions need to 

reflect the fast pace of AI progress by using shorter time frames for rating. This would enable more precise 

evaluations of the state of the art of AI capabilities.  

Literacy easier to rate than numeracy 

Experts seemed at ease considering the application of NLP systems on the PIAAC literacy test. During 

group discussions, they noted that the literacy questions are similar to real-world tasks addressed by 

existing applications. In addition, benchmark tests used for evaluating NLP systems, such as the Stanford 

Question Answering Dataset (SQuAD) (Rajpurkar, Jia and Liang, 2018[20]), often contain similar problems 

and tasks. Therefore, experts saw PIAAC as an appropriate tool for evaluating potential AI performance in 

language processing.  

By contrast, the 11 experts who first rated AI in numeracy in the follow-up study described the exercise as 

less straightforward than the literacy assessment. They saw the numeracy questions as more distant from 

problems typically addressed by AI research. Until 2021, AI research had paid less attention to 

mathematical reasoning of AI because of its relatively lower applicability and commercial use. In addition, 

the mathematical tasks typically addressed in research – automated theorem proving and math word 

problems (i.e. quantitative problems stated in text), among others – are different from the ones in PIAAC. 

This made it challenging for experts to rate potential AI performance on the test. For the four experts in 

mathematical reasoning, the evaluation was easier due to their better understanding of the domain.  

This suggests that expert knowledge elicitation on AI capabilities is more feasible in domains that are an 

established application domain in AI research. In less prominent or novel domains, experts have more 

limited information on research results and existing systems, unless they have specialised knowledge in 

the relevant domain.  

More experts do not add value to the results  

The study with PISA showed that the behavioural and mathematical approaches for expert knowledge 

elicitation produce similar results on AI capabilities. Expert ratings obtained with the mathematical 

approach also show similar variability compared to the ratings of the core experts. In addition, the similarity 

of these ratings with the performance of the contemporaneous GPT-3.5 system on the PISA science 

questions provides some evidence of their validity.  

However, the advantages of this approach – obtaining robust measures that reflect the opinions of a large 

number of experts – do not outweigh its disadvantages. As described in Chapter 2, recruiting a large 

sample of experts proved challenging. Among the 189 computer scientists who were contacted by the 

project team, 63 expressed interest in participating in the survey, and only 33 actually completed it. 

Monetary incentives played a strong role in this process, suggesting that a repeated large-scale 

assessment of AI capabilities will be costly to implement.  

As a result of these explorations, the project has chosen to rely on input from small groups of familiar 

experts for future activities involving expert knowledge elicitation. The study with PISA confirmed the 

robustness of this approach to the use of many experts. 
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The way forward 

The exploratory studies using PIAAC and PISA have important implications for the methodology of the 

project. They identified limits to obtaining robust measures of AI capabilities by surveying experts. 

Consensus evaluations are hard to obtain, especially in domains that are not the centre of current research. 

This was the case for AI quantitative reasoning at the time of the PIAAC numeracy assessment. In addition, 

the assessment is time-consuming, both for the experts who need to invest several hours to provide ratings 

and participate in discussions, and for the project staff who devoted substantial time to recruit and engage 

experts. This led the project to test out the use of available direct measures of AI, which are discussed in 

Chapters 6 to 8. 

However, expert judgement remains an indispensable part of the methodology. It is needed for reviewing, 

selecting and interpreting existing measures of AI. Measures obtained from expert evaluations can also 

complement the overall assessment framework in areas in which results from direct assessments of AI 

systems are lacking. For example, research interest and investment in automating particular tasks may be 

limited because their practical applicability and economic benefits may not be immediately clear. Other 

tasks may receive less research attention because they are still clearly out of the reach of current 

state-of-the-art technologies. Expert judgement can help fill such gaps by providing information on how far 

AI is from performing such tasks. In this way, the approach can contribute to a comprehensive assessment 

of AI capabilities across a wide range of human skills.  
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Annex 3.A. Analyses of the PIAAC and PISA 
studies using an alternative approach 

Annex Table 3.A.1. List of online figures for Chapter 3 

Figure Number Figure Title 

Figure A3.1 AI literacy performance in 2016 and 2021, following the “average” approach 

Figure A3.2 AI numeracy performance in 2016 and 2021/22, following the “average” approach 

Figure A3.3 AI performance on PISA science questions in 2022, following the “majority” approach 

 

StatLink 2 https://stat.link/glv4ed 

  

https://stat.link/glv4ed
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Notes

 
1 See Note 2 in Chapter 1 of this volume.  

2 All items used in this AI assessment are sourced from the publicly released examples of the PISA 2006 

and 2015 editions (OECD, 2009[12]; OECD, 2016[21]). The publicly released items contain limited 

information about students’ performance on the questions. However, they include information on question 

difficulty and the sub-skills involved. 

3 Prior to the assessment, which took place September 2022, the field of mathematical reasoning of AI has 

taken major steps. In 2021, the MATH dataset, a leading benchmark for mathematical reasoning, was 

released (Hendrycks et al., 2021[22]). Between 2021 and 2022, several large language models fine-tuned 

for quantitative problems were launched (Lewkowycz et al., 2022[23]; Drori et al., 2021[24]). In addition, major 

AI labs were close to developing multimodal systems that can process both images and text. Experts 

referred to these developments, reflecting on the likelihood of AI solving the numeracy test in the near 

future. 
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