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Abstract 

 

This paper aims to survey the current landscape of education policy evaluation across 

OECD countries and economies by examining recent trends and contextual factors that 

can promote more robust education policy evaluation, as well as identifying key challenges. 

It takes a view of policy evaluation as an activity that takes place throughout the entire 

policy cycle, before, during, and after a reform is implemented. It proposes a supporting 

framework for education policy evaluation that integrates institutional factors which can 

help to build robust underpinnings for policy evaluation. It also presents some specific 

considerations to take into account for individual policy evaluation processes.  

Analysis of more than 80 evaluations across OECD education systems provides an 

indication of the diversity of approaches taken in the policy evaluation process. Key 

findings refer to the “who”, “when”, “what”, “how”, “for what” and “what next” of 

policy evaluation processes through a comparative lens. 
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Executive summary 

There is an imperative on education systems to design and implement policies according 

to the best available evidence on value and efficacy. To do this, education systems need to 

build a stronger culture of policy evaluation. The evidence analysed for this working paper 

signals that some more emphasis is being placed on policy evaluation across OECD 

countries; however, definitions, concepts and practices are varied, and there is not yet a 

systematic strategy for institutionalising or improving education policy evaluation practices 

in most OECD education systems.  

This paper aims to survey the current landscape of education policy evaluation across 

OECD countries and economies by examining recent trends and contextual factors that can 

promote more robust education policy evaluation, as well as identifying key challenges. It 

takes a view of policy evaluation as an activity that takes place throughout the entire policy 

cycle, before, during and after a reform is implemented. It proposes a supporting framework 

for education policy evaluation that integrates institutional factors which can help to build 

robust underpinnings for policy evaluation. It also presents some specific considerations 

that need to be taken into account for individual policy evaluation processes.  

Key trends and challenges 

This paper identifies converging developments that form the foundation of the current 

trends on education policy evaluation across OECD countries. Modern governance 

structures favour more streamlined and efficient public management, and new funding 

models reward evidence-based decisions and better policy results. A rapidly expanding 

range of evaluation and assessment processes provide education policy actors with a wealth 

of data. Combined with new technologies and methodologies, these can serve to underpin 

policy evaluation. Governments are placing more emphasis on funding and legislating for 

evaluation, as well as synthesising evaluation results and conveying their messages to a 

broader audience.  

However, governments continue to face many challenges in successfully institutionalising 

policy evaluation, which affect both the supply of and demand for policy evaluations. On 

the supply side, difficulties can arise in: effectively resourcing evaluation; choosing 

appropriate evaluation metrics and methods; and knowing when to evaluate, how to prove 

the effect of a reform, and how to place the decision of the effectiveness of a reform in 

terms of the broader and changing needs of the education system. On the demand side, 

socio-political considerations can undermine the evaluation process or even discourage 

evaluations from taking place.  

The components of policy evaluation culture 

Education reform may play out differently, even in similar contexts, due to variations in 

the local interpretation of a policy. This is one reason for education systems being 

characterised as complex systems. It is vital for actors involved in the policy evaluation 

process to understand systemic features, relationships and externalities when assessing 

reform impact, as this forms a crucial part of policy evaluation. 

To overcome barriers to effective policy evaluation, governments will need to mobilise 

strong institutional support for evaluation within the system through regulation, funding 

and guidance. How the foundation is laid is crucial for avoiding evaluation becoming a 

routine box-ticking exercise or not being developed as a structural practice at all. 
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Developing a mind-set of evaluative thinking across education systems goes hand-in-hand 

with government actions to lay the financial and regulatory groundwork for policy 

evaluations. This means emphasising and valuing a deeper and sometimes more critical 

enquiry process, being prepared to question assumptions and the status quo, and viewing 

mistakes and system failure as necessary parts of the learning process.  

The evidence reviewed for this paper indicates that there is no “one-size-fits-all” approach 

to evaluating policies. However, the lack of a standard approach does not necessarily imply 

a lack of quality or maturity in the field of education policy evaluation. Instead, it may 

highlight that multiple methods of policy evaluation are needed to properly take into 

account the complexity and variety inherent in the education ecosystem. Governments or 

other evaluating bodies need to combine analysis of the policy context with a strategy and 

portfolio that ensures the most suitable methodological selection for evaluation is made for 

each reform process. The ability to formulate evaluation questions and choose the best 

approach is in itself a skill for which capacity needs to be built. 

Education policy evaluation practices across the OECD 

The specific evaluation strategies that governments may use depend on their evaluation 

objectives, as well as the resources and availability of relevant data and evidence. To 

maximise utility, budgets and methodology for individual evaluations should be 

proportional to the strategic importance of the reform and future plans for the reform. 

Analysis of more than 80 evaluations across OECD education systems provides an 

indication of the diversity of approaches taken in the policy evaluation process. Key 

findings include:  

 Evaluators of education policy take many different forms. The “who” of evaluation 

ranges from internal ministry staff and evaluation units to specific education 

research institutions and other policy research institutes, which often have more 

autonomy in their actions and publications. International organisations also play a 

strong role in policy evaluation, both for programmes they directly fund and as part 

of various peer review processes. Evaluation by committee can bring a diverse 

range of expertise to the process of evaluation, with many notable examples across 

OECD systems evident from the analysis.1 

 The decision on when to evaluate is closely tied to the intended purpose of the 

evaluation. Most evaluations reviewed for this paper took place during or after 

implementation; it appears that very little formal evaluation takes place before 

implementation. Strengthening the evaluation of policies ex-ante offers the 

opportunity to develop a robust theory of change that takes account of all available 

evidence. 

 Measuring policy impact begins with defining clear targets at the outset of policy 

development and considering what key metrics are associated with progress or 

success. A tension can exist for evaluators between identifying the measures which 

provide the best evidentiary standards and the feasibility and cost of getting the 

information necessary to use these measures. Two separate families of measures 

 
1 This paper acknowledges the large array of actors that can have responsibility for undertaking 

policy evaluation processes. For simplification matters, when referring to the actors in charge of 

these processes this paper may simply refer to governments (as the key stakeholder of evaluation 

processes) or evaluating bodies.  
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were identified within the analysis. One inferred the impact of reforms on outputs 

and outcomes, and the second examined how the reform has changed perceptions, 

processes and practices, such as institutional practice, systemic knowledge or 

capacity. 

 An analysis of how evaluations are carried out show a diversity of methods, both 

quantitative and qualitative, with most evaluations combining some aspects of 

both. Randomised controlled trials are a “true” experiment where the researcher 

retains control of conditions, and are often considered as the gold standard for 

evaluating education policies. However, despite a political climate where there is 

a growing focus on “what works”, the use of randomised controlled trials in 

education policy is still relatively rare, reflecting both technical difficulties and, in 

some cases, ethical concerns. Another experimental evaluation approach arises 

when information or conditions are available which allow for a natural experiment. 

 The question of “for what” should always be borne in mind when planning an 

evaluation, as evaluation is only effective and its cost can only be justified if it 

promotes learning, i.e., if the results are used to inform future policies or modify 

existing approaches. Recent national and international initiatives provide some 

evidence of increasing efforts to develop effective strategies to communicate the 

results of evaluations to policy makers and other stakeholders. 

 Finally, in terms of the “what next”, education policy evaluations are not by any 

means commonplace across OECD countries, but increasing data availability and 

new methodologies may provide for an expansion of evaluation activity in the 

future. While most evaluations reviewed in this paper cannot causally attribute 

changes to the implementation of the policy, evaluation processes can still help to 

provide actionable advice to policymakers. Policymakers looking to improve 

evaluation capacity in education systems can focus on creating an evaluative 

culture and mind-set throughout the system, building a portfolio of tools and 

methods that can be applied across different contexts, and ensure that the right 

questions are asked by evaluators.  
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1.  Framing the discussion  

1.1. Introduction: The evaluation imperative in education policy 

1.1.1. Education policy evaluation as an opportunity  

Education policy conditions in OECD countries and economies are constantly evolving.  

Today’s children are growing up in environments where the traditional model of the family 

is changing, and are being educated in a context of increasing globalisation and 

urbanisation (OECD, 2016[1]). This is taking place while an ongoing “race between 

education and technology” plays out (Goldin and Katz, 2008[2]). How well our education 

systems rise to these challenges will determine how well prepared the children of today are 

for their future lives in this rapidly changing environment. 

Against this background, two key factors indicate an increasing role for policy evaluation 

in education:  

1) Disparities in how well policies work on the ground.  

Increasing evidence establishes links between higher levels of education and better 

individual and collective outcomes. Educational attainment impacts outcomes as diverse as 

employment, wages, skills acquisition, health, happiness and civic engagement (Ma, 

Pender and Welch, 2016[3]; OECD, 2017[4])). Evidence shows that there is a relationship 

between better educational outcomes and certain systemic features, such as high-quality 

early childhood education and care, equitable school systems, increasing autonomy for 

some decisions, and improving accountability mechanisms. Research has noted some 

international convergence in terms of the types of policy actions introduced across 

education systems (Jakobi and Teltemann, 2011[5]; Anderson-Levitt, 2003[6]). Recent 

analysis of international evidence by the OECD Education Policy Outlook project (Box 

1.1) also finds some agreement on the general principles of policy action to take (OECD, 

2018[7]). 

However, evidence also shows that even where similar policies are introduced in different 

countries and rolled out across education systems, what eventually happens in the 

classroom is often very different from what policy makers intended, with substantial 

variations between or even within schools (Datnow, 2005[8]), as well as across different 

national contexts. It is clear that policy convergence at higher levels of the system does not 

always equate to convergence in how these policies reach and benefit students. The policy 

evaluation process often provides implementation perspectives which can shed light on 

how and why policies produce disparate or unintended effects (OECD, 2018[7]).  

2) The need for better targeting of investment in education 

The social and economic costs of failed education policy are high, so it is vital that 

governments target investment correctly and efficiently to yield improved outcomes 

(Kearney and Yelland, 2010[9]).  This concern for funding efficiency has only become more 

prevalent in the context of 2008 post-crisis constraints on public education budgets in many 

OECD countries and economies (OECD, 2015[10]).   

Most governments in are gradually integrating evaluation and performance measurement 

into the budget allocation process and public finances. Performance budgeting, which 

requires performance measures to be included either alongside funding allocations or to 

directly inform funding provision, has become commonplace in the OECD in the past 



EDU/WKP(2020)24  9 
 

EDUCATION POLICY EVALUATION – SURVEYING THE OECD LANDSCAPE 
Unclassified 

decade, including in education systems (OECD, 2015[11]; OECD, 2017[12]). In a 2014 survey 

conducted by the OECD, representatives from 23 out of 24 countries indicated that there 

was at least some focus on performance in their budgeting system (OECD, 2014[13]). 

Moreover, the remit of supreme audit institutions (external auditors established by 

constitutions or supreme law-making bodies) is expanding from a focus purely on financial 

audits to examining the performance of expenditure or value for money of certain initiatives 

in many OECD countries and economies (OECD, 2016[14]). 

Within this context, the policy evaluation process can be a useful tool for making policy 

decisions and assessing the value of reforms. Appropriate, well-executed and well-

resourced policy evaluation can provide an understanding of how interventions work and 

how well they work, can be used to improve existing policies, can provide an evidence base 

for future action, and can help to justify and account for the expenditure of public funds 

(HM Treasury, 2011[15]). 

 

There is not yet an institutionalised framework and culture of evaluation of education 

policies across the OECD (OECD, 2015[16]). In recent years, many education systems have 

Box 1.1. The Education Policy Outlook 

Within the OECD Directorate for Education and Skills, the Education Policy 

Outlook (EPO) is an analytical observatory of key educational reforms in OECD 

countries and economies since 2013, with a focus on reforms implemented since 

2000. Six policy levers frame its analysis  (OECD, 2015[16]):  

 Students: How to raise outcomes for all in terms of equity and quality 

and preparing students for the future.  

 Institutions: How to raise the quality of instruction through school 

improvement and evaluation and assessment.  

 Systems: How to align the governance and funding of education 

systems to be effective. 

Through its three strands of work, the project follows the premise that 

knowledge of education policy is as valuable as the capacity to use it. The 

Education Policy Reform Dialogues promote evidence-informed conversations 

among countries of good education policy practices in terms of: what key 

education priorities education systems share to help individuals reach their 

potential, what has worked and, why it has worked in different education 

contexts. Comparative analysis of the lifecycles of education policies being 

implemented or already in place, across national or subnational education 

systems, and combining qualitative and quantitative evidence, supports this 

peer-learning process. Finally, the Education country policy profiles complete 

this series, which are reports designed for policy makers, analysts and 

practitioners who are seeking information and analysis of education policy, 

taking into account the importance of national context.  

Source: OECD (2019[17]), Education Policy Outlook 2019: Working Together to Help Students 

Achieve their Potential, OECD Publishing, Paris, https://doi.org/10.1787/2b8ad56e-en.  

 

https://doi.org/10.1787/2b8ad56e-en
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been expanding their frameworks for evaluating institutions, teachers and students, and 

there is a growing well of data and information available from such evaluations. However, 

practices for systematically evaluating the impacts of education policies appear to not yet 

have reached a critical mass. An OECD review of evaluation and assessment frameworks 

(OECD, 2013[18]) concluded that: “there is only an emerging culture of systematically 

evaluating the impact and outcomes of different educational interventions and again these 

efforts may be hindered by a lack of reliable and comparable information on student 

outcomes”. Previous analysis of the OECD Education Policy Outlook database of reforms 

showed that among the significant and novel policies which had been implemented in the 

period 2007-2014, less than one in ten had been evaluated. 

In addition, there is little comparative knowledge on evaluation at the policy level. The 

variety in the large number of policy evaluations examined for this paper also shows no 

one predominant paradigm for judging the worth of reforms; approaches vary significantly 

across and even within countries. OECD countries and economies participating in the 

Education Policy Outlook project have repeatedly indicated a strong need for more research 

and guidance in the area of education policy evaluation.  

As the range of evaluative activities continues to expand in OECD education systems, the 

increasing availability of performance evidence within education systems offers the 

possibility to develop new education improvement processes, where a strong and rigorous 

culture of evaluating policy reforms becomes institutionalised. This paper outlines some of 

the actions that can be taken to enhance and improve policy evaluation practices in order 

to strengthen the basis for making decisions.   

1.2. Objectives and methodology  

1.2.1. Objectives 

This review brings together research and learning from OECD projects and elsewhere to 

identify pathways for education systems to develop a strong policy evaluation 

infrastructure. It includes specific country examples from a comparative database of over 

80 policy evaluation processes from 25 OECD education systems. These examples were 

provided by education systems through different interactions with the Education Policy 

Outlook project (See Box 1.1). Specific objectives are:  

 Exploring trends: To scan the horizon for key political, contextual and 

methodological trends in education policy evaluation and, more generally, public 

sector decision support mechanisms which offer insight into the future direction of 

education policy evaluation in OECD countries. 

 Drawing lessons: To present key principles derived from the evidence to form the 

basis of building and institutionalising a framework for education policy 

evaluation. 

 Mapping practices: To develop a comparative digest of relevant examples of 

policy evaluation strategies employed recently in OECD countries. 

The rest of this paper proceeds as follows: the remainder of this section (Section 1) clarifies 

the language and scope of this study and develops the motivation for studying education 

policy evaluations. Section 2 summarises the state of the art of education policy evaluation 

and proposes a framework for policy evaluation in OECD systems. Section 3 analyses some 

building blocks which can promote a robust evaluation culture. Section 4 examines recent 

education policy evaluations in OECD countries, based on different facets of the policy 
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evaluation process (the “who”, the “when”, the “what”, the“how” and the “for what” of 

policy evaluation). Finally, a short reflection from the review is presented. 

1.2.2. Methodology 

This review uses the evidence base of the Education Policy Outlook project. The first round 

of the project’s analytical work, which took place between 2013 and 2017, consisted of the 

development of a comparative report and policy snapshots for all OECD countries. A total of 

32 countries also had individual policy profiles published. The project undertook a new survey 

exercise (through the Education Policy Outlook National Survey for Comparative Policy 

Analysis) during 2016/2017 with a strong focus on implementation and evaluation. The 

Education Policy Outlook team is supported in their work by a network of national co-

ordinators who act as liaison for individual countries and validate the work programme and 

outputs of the project.  

The three distinct components to the research strategy for this paper are: 

1) A comprehensive search and review of relevant academic literature on policy evaluation 

practices using a search strategy on ERIC, Google Scholar and the OECD’s internal search 

function. This covered terms such as “education policy evaluation”, “education reform 

evaluation”, “education evidence” and “policy evaluation”. Based on these initial search 

results, a large quantity of abstracts and papers were reviewed and judged most relevant for 

further detailed examination for each aspect of the review. The search was generally restricted 

to papers published since 1995 in order to concentrate the search on the state of the art of the 

field, while also allowing for the relative paucity of literature. However, relevant papers with 

an earlier publication date were included if they had been referenced prominently in research 

papers published since 1995, or where there was a particular relevance for the discussion 

throughout the paper. In total, over 400 peer-reviewed abstracts were examined and over 180 

papers were reviewed in detail.  

2) A survey of guidance documents and related publications was carried out through searching 

the publications of four major international bodies: the OECD, the European Union, the 

United Nations Educational, Scientific and Cultural Organization (UNESCO) and the World 

Bank. The topics discussed included policy evaluation, education policy evaluation and wider 

related contextual topics, such as performance budgeting, innovation and complexity in 

education. The search strategy followed a similar structure to component 1 above, but was 

also augmented by pre-existing author knowledge of projects and initiatives ongoing within 

international organisations which were considered relevant to the analysis.  

3) A comparative digest of over 80 recent policy evaluations was developed to support the 

review and provide richness to the analysis. In order to be included in the digest, the evaluation 

must have been in relation to a specific policy or reform implemented in the country since 

2000, it must have been reported to the Education Policy Outlook team as part of the policy 

surveys carried out in 2013 and 2016 or included in an Education Policy Outlook country 

profile, and information on the results and the approach of the evaluation must be publicly 

available. Evaluation reports were identified, collected and then analysed with a key set of 

analytical questions in mind to distil the features of the evaluation strategy employed and 

make entries into the comparative digest. Annex A contains a summary of the analytical 

questions used in this review process. 

This digest, referred to throughout this paper as the Education Policy Outlook evaluations 

digest, is not exhaustive. Education policy evaluation activities in OECD countries and 

economies are likely to extend beyond the scope of what is included. However, as the 
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evaluations were reported by countries themselves in relation to prominent recent policy 

reforms it provides a wide-ranging snapshot of key policy evaluations which have taken place 

recently in OECD countries. It therefore gives an indication of the status quo of institutions, 

methods and outcomes of policy evaluation in OECD countries and economies at the time of 

drafting this paper. Together with a review of the academic literature on education policy 

evaluation, it provides the evidentiary basis for this paper. 

1.3. Developing a clear language 

1.3.1. What is policy evaluation?  

Defining “policy”  

It is important to clearly define the “policy” part of “policy evaluation”, and distinguish 

between “processes, programs and politics” (McConnell, 2010[19]). The term “education 

policy” can cover ideological or strategic approaches to education by those that govern or 

seek to govern the system, as well as their specific reform actions or initiatives. In keeping 

with the wider theme of the Education Policy Outlook focus on education reforms, this 

analysis focuses on evaluations of specific actions and initiatives. These actions and 

initiatives are the activation of the strategy or ideology of the government and are reform-

oriented. Examples include introducing new operational rules or regulations, increasing 

expenditure or changing funding arrangements, developing new curricula, or enhancing 

assessment models. 

For example, from the school perspective, education reforms are understood as “any 

planned changes in the way a school or school system functions, from teaching 

methodologies to administrative processes” (RAND Corporation, n.d.[20]). This analysis 

relates then to specific actions or initiatives which have been designed and implemented to 

improve the education system in some way. Policy evaluation is also distinct from system 

evaluation: policy evaluation refers to devising and assessing the level of success of 

measures that address the issues identified, while system evaluation refers to the diagnosis 

of systemic challenges or policy priorities. 

Following the pattern of other recent OECD analysis in this area (Viennet and Pont, 

2017[21]), the terms “policy” and “reform” may be used interchangeably in this paper, with 

the understanding that where “policy” is mentioned it refers to reforms of the status quo in 

an education system through specific actions or initiatives.  

Defining “evaluation” 

It is also relevant to differentiate between what this paper understands as evaluation and 

other forms of judgement or monitoring of education policies. With a broad range of 

terminology used to describe evaluation in literature, this term can take on varied meanings 

depending on the context in which it is used. 

Vedung characterises evaluation as “distinguishing the worthwhile from the worthless, the 

precious from the useless” (Vedung, 2000[22]). The OECD has also defined evaluation in 

relation to its utility rather than specific processes by classing it as “analytical assessments 

addressing results of public policies, organisations or programmes that emphasise 

reliability and usefulness of findings” (OECD, 2005[23]). This paper therefore broadly 

defines evaluation as the assessment of policies in a structured manner in order to reliably 

determine their merit and value according to the specific criteria. This definition 

distinguishes evaluation from other processes which examine policies without attempting 
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to assess their impact or success within a specific context, such as monitoring the “fidelity 

of implementation” of policies (Century and Cassata, 2016[24]).  

This definition is broader than the process commonly known as “programme impact 

evaluation”. Programmes are narrow operational processes with defined goals, budgets and 

timeframes that seek to address a very specific objective. Programme evaluation processes 

are often linked to international development activities that fund specific initiatives and 

have established evaluation infrastructures to assess the impact of the funding.  

In terms of scope, the education policy evaluation process is generally directed towards 

policy makers as the primary audience for the output, as opposed to other strands of 

educational research aimed at improving praxis in classrooms and schools. Kelleghan and 

Stufflebeam (2003[25]) also identify the following three education specific considerations 

when evaluating education policy:  

 Education policy is often used as an instrument of broader social policy. Education 

is a key social service in most countries. It is generally the only social service which 

aims to actively engage all citizens for a sustained period of their lives. This makes 

the audience and the stakeholder group for educational evaluations very large 

compared to that in many other policy areas.  

 Education policy evaluation as a field has grown as a result of the development of 

other evaluation activities, such as student assessments and curriculum and 

programme accreditation. The success of education policy evaluation may depend 

on the availability of outputs from other evaluation processes within an education 

system.  

 Teachers have a unique and multifaceted role to play in policy evaluation, not only 

as stakeholders but as objects of evaluation and as evaluators themselves.   

1.3.2. The timing of policy evaluation  

The “policy cycle” is the oldest and arguably most well recognised explanatory model for 

policy processes. While different versions exist in literature, the policy cycle model 

generally presents policy making as a disparate set of stages which follow from each other, 

such as design, development, implementation and evaluation. In this model, evaluation 

occurs at the end of the policy process and then feeds into the beginning of another policy 

cycle (Howlett and Ramesh, 1995[26]). This framing of the policy process has been criticised 

as alien to the reality of the development and implementation of policy (Fischer and Miller, 

2007[27]). At the same time, it is often promoted as a necessary simplification to allow 

governments to navigate the complexity of the process (Bridgman and Davis, 2003[28]).   

Defining evaluation as an assessment of value implies that it should be entwined throughout 

the policy process, since evaluation often aims to distil lessons to inform future iterations 

of the policy or future policies. Evaluation can continue right through the policy cycle, 

examining where and how the policy is adding or has added value. Policy evaluation is 

already recognised in many views of the policy process as being an integrated part of the 

entire policy process. Fischer and Miller (2007[27]) for example, outline the role of 

evaluation as follows: 

The plausible normative rationale that, finally, policy making should be appraised 

against intended objectives and impacts forms the starting point of policy 

evaluation […] Evaluation studies are not restricted to a certain point in the policy 
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cycle; instead, the perspective is applied to the whole policy-making process and 

from different perspectives in terms of timing.  

A more holistic theoretical perception of evaluation has become increasingly prevalent in 

recent years. For example, the European Commission reconceptualised evaluation to 

promote stronger links between different evaluative processes throughout the lifetime of a 

policy (Smismans, 2015[29]). This paper also adopts the view of evaluation as a process 

which is, or should be, interwoven throughout the policy lifecycle. This reflects actual 

practice as reported by countries to the Education Policy Outlook project. The potential 

value and expected impact of the policy can also be assessed before implementation. While 

evaluation before implementation was not commonly reported by countries, many policies 

were evaluated both during and after implementation (see Section 5). 
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2.  The state of the art of education policy evaluation 

As discussed in Section 1, while there is a recognised imperative for evaluation, the 

evaluation of education policies is not routinely carried out. This suggests that a renewed 

approach to the evaluation process and new modes of generating evidence may be required 

to overcome the barriers to strengthening evaluation. This section examines the history, 

recent developments and challenges to education policy evaluation. It then presents a 

framework which could be used to develop more effective policy evaluation processes. 

Later sections will examine in more detail the individual components of this framework to 

indicate how systemic principles and practices could develop to meet the evaluative needs 

of 21st century education systems. 

2.1. Where we are and how we got here 

2.1.1. A (very) brief history of education policy evaluation  

The history of education policy evaluation is encompassed by the wider history of 

government policy evaluations. Evidence suggests that informal evaluations of policy 

initiatives have been taking place in some form for more than 150 years (Madaus, 

Stufflebeam and Scriven, 1983[30]). Beginning in the 1960s amid greater union mobilisation 

and increasing calls for public accountability, the specific field of education policy 

evaluation began to become more professionalised and expanded both conceptually and 

methodologically. There was a substantial increase from the mid-1970s onwards in the 

volume of professional literature, manuals and specific journals for education policy 

evaluation (Worthen and Sanders, 1987[31]).  

Despite the early growth of the field, by the 1980s, low levels of systematic, effective 

evaluation of education reforms were well recognised as an ongoing challenge for 

education systems (Comfort, 1982[32]). The 1990s onwards saw an increasing focus 

internationally on policy evaluation as a tool to improve educational quality, 

competitiveness and equity (Stufflebeam, 2001[33]). This period also coincided with a move 

towards greater international co-operation, as evidenced by the first international projects 

for comparative education indicators, which have become a key underlying input to assist 

evaluations in many countries (OECD, 1994[34]). Impact evaluations for international 

development programmes (including education initiatives) have also grown both in number 

and sophistication (Cameron, Mishra and Brown, 2016[35]). 

Despite the expansion of education policy evaluation over previous decades, it appears that 

education policy evaluation is still not institutionalised and that evaluative activities in 

education policy are still not practiced sufficiently (Kitamura, 2009[36]) (OECD, 2015[16]). 

However, as evaluations slowly permeate into systemic practice, debate is shifting towards 

the issue of quality and how best to ensure that reforms are evaluated to a high enough 

standard so that useful and actionable conclusions can be drawn (National Audit Office, 

2013[37]; OECD, 2007[38])   

2.1.2. Recent trends promoting more effective evaluation 

As education systems evolve in response to rapidly changing economic and societal 

demands, more adaptive approaches to regulation and evaluation are needed to contribute 
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to effective governance. There is also some increasing recognition of the importance of 

integrating evaluation into all stages of the policy cycle, as discussed in Section 1.   

Specific trends which could contribute positively to the coverage and quality of education 

reform evaluation are explored below.  

A new period of smarter public management  

The 2000s saw a new period of public administration that aimed for better value for money 

through the greater coherence and integration of public services. During this period an 

increased focus on standard setting emerged, as well as a greater role for specialist policy 

evaluation functions (OECD, 2015[39]). As discussed previously, performance budgeting is 

also becoming more prevalent across OECD countries, and many supreme audit institutions 

are broadening their focus to examine how programmes are working. Various recent 

country level frameworks that aim to increase the positive impact of public investments 

also favour the policy evaluation process. For example, New Zealand adopted a social 

investment strategy to reduce long-term costs by investing earlier in improving outcomes 

for vulnerable groups, which requires the robust evaluation of social policies (Boston and 

Gill, 2017[40]).  

Other recent innovative funding models also aim to elevate the role of policy evaluation. 

Social impact investment models are one such rapidly growing area targeting initiatives 

that provide a social as well as financial benefit (Wilson, 2014[41]). According to the 

evidence collected, there is an urgent perceived need to develop more robust evaluative 

measures and standards to assess social impact and therefore the return on investment  

(OECD, 2015[42]). As social investment funds are often funnelled towards educational 

initiatives, education policy evaluation is likely to be strengthened in importance as a result.  

A broader range of evaluation frameworks and evidence across education systems 

In individual countries and across international organisations there are increasingly 

sophisticated mechanisms for analysing education systems and tracking progress and 

outcomes of students (OECD, 2013[18]). Moreover, modern international assessments also 

provide a range of contextual information, which is useful for policy makers to gain a 

comparative insight into which policies may be working well and which may need to be 

improved. As the range of evaluative measures across the system increases in size and 

sophistication, policy evaluation can become easier to undertake given the availability of 

underlying evidence to support the process.  

The expansion of technological and methodological capacity 

The range of data available to policy makers is rapidly expanding. For example, the 

increasing availability of policy relevant big data and open data2 offers opportunities for 

greater insight into the impact of policies. This directly leads to an increase in the volume 

of data available for policy evaluation purposes (European Commission, 2010[43]). 

In most cases the capacity to use such data is still in its infancy (Bakhshi and Mateos-

Garcia, 2016[44]). However, computational power, analytical capacity and new technologies 

 
2 Big data is data which is “characterised by such a high volume, velocity and variety to require 

specific technology and analytical methods for its transformation into value” (De Mauro, Greco and 

Grimaldi, 2016[153]). Open data refers to data which can be freely accessed, used, modified and 

shared for any purpose (Open Knowledge International, n.d.[154]).  
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continue to become available, which can make sense of the exponentially increasing 

volume of data and information. Large-scale computational structures are being built that 

would not have been possible previously, such as agent-based models, microsimulation of 

policy initiatives, geospatial models for education planning, and social network analysis 

(see Section 4). As data availability and capacity expands, methodologies for causal 

evaluation of policy impact have also become more widely used (Schlotter, Schwerdt and 

Woessmann, 2011[45]). This greater sophistication of data and methods of analysis bring 

new opportunities for policy evaluation, as well as new expectations in terms of how policy 

makers can be held accountable.  

More emphasis on synthesis and brokerage 

More attention is being paid as well to interpreting and using evaluation results to improve 

policy learning. Diverse practices have been developed in recent years which support the 

learning process, such as quality standards for systematic reviews and synthesis evaluation 

(Olsen and Reilly, 2011[46]). Meta-evaluation, a method for judging the quality and utility 

of evaluations, is a vital quality element to ensure that “evaluations provide sound findings 

and conclusions; that evaluation practices continue to improve; and that institutions 

administer efficient, effective evaluation systems”  (Stufflebeam, 2001[47]). 

There is a growing tendency to applying quality standards to evaluations and distilling their 

results. This is reflected by an increase in brokerage organisations and clearinghouses. 

These organisations compile the results of the evaluations carried out across education 

systems into formats that are more easily accessible for various audiences. In some cases, 

they assess the quality of the evaluation processes themselves (see Section 4). The use of 

other formalised methods for evaluating evidence for policy, such as the “best evidence 

synthesis” method (Slavin, 1995[48]), have also begun to feature in the education policy 

development process in some OECD countries.  

2.1.3. Challenges remain 

Despite the progress achieved and the positive trends outlined above which promote greater 

education policy evaluation, evidence shows that governments still face a number of key 

methodological, technical and practical challenges when attempting to evaluate the 

outcome of education policies. In addition to a possible challenge of ensuring sufficient 

buy-in of education actors towards review and evaluation, these challenges may prevent 

governments to undertake policy evaluations more systematically. The key challenges are 

explored below.  

The temporal challenge 

Reform takes time to bed down, and all the outcomes of reforms are not always measurable 

within the evaluation timeline (Levin, 2001[49]).  The course of a reform may have multiple 

trajectories and stages, and impacts may therefore diverge across time periods and among 

different levels of the system (Pollitt and Bouckaert, 2017[50]). This complexity presents 

difficulties for evaluators in terms of measuring the right outcome in the right place at the 

right time. It also raises broader questions around the definition of evaluation and the 

understanding of the time period it should cover.  

The question of sustainability of policies and practices over a longer period of time is often 

not addressed within evaluations. Often, it is unclear how the evidence of impact gathered 

at one point in time during a policy evaluation can be leveraged to predict  likely long-term 

effects of the policy (Chelimsky, 2014[51]).  
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The resourcing challenge 

Evaluation is also resource intensive and often requires specialised tools and skills sets, or 

the involvement of a third-party evaluation institution. Many of the evaluations analysed 

in Section 4 involved large-scale surveys and data cleaning as part of the process. Limited 

capacity and resources can cause evaluation to become the “poor relation” of the policy 

process: policy makers may prefer to prioritise finite budgets on implementation rather than 

evaluation, or may lack the capacity to identify how to evaluate policies effectively 

(Guskey, 2000[52]). However, without evaluative evidence it is difficult to judge whether 

resources have been spent effectively. Efficiency reviews carried out in many national 

systems, such as value for money (VFM) audits, often criticise the lack of evaluation 

evidence (National Audit Office, 2013[37]).   

The causality challenge 

The causal impact of education reforms can also be difficult to measure, and incorrect 

causal conclusions can have significant costs for education systems (Cook, 2002[53]). Policy 

evaluation reports collected indicate that indirect associations are often made without 

proving causal links between the policy and changes to outcomes (see Section 4). Many 

general methodological challenges also add to the difficulties of determining causal effects, 

such as identifying counterfactuals or determining causal parameters (Heckman, 2008[54]). 

As a result, it is challenging to translate and distil the results of the evaluation in an 

evidential manner to contribute towards future policy development.  

The socio-political challenge 

Barriers to creating an effective evaluation culture can come from conflicts related to 

creating demand for policy evaluation within the system (Rutter, 2012[55]). Robust 

evaluation can be hampered by a lack of political will; evaluations therefore may not always 

be rationally planned but may reflect the socio-political dynamics of the particular 

educational context (Bamber and Anderson, 2012[56]). Evaluation results may become 

available during an inconvenient time in the political cycle and carry political risks, for 

example a political party can be tied closely to a particular policy position and therefore 

linked to an underperforming reform.  

In the same way, an incumbent government may feel less enthusiastic about acknowledging 

positive evaluation results for a policy introduced and undertaken by a different 

government administration. Such dynamics can act as a barrier to institutionalising reform 

evaluation in education systems. They can also foster a strong aversion to policy failure, 

which evidence shows is a challenge to innovative policy developments in the public sector 

(OECD, 2015[57]). Fear of failure can contribute to a lack of motivation for encouraging 

systemic practices that tend to highlight inadequacies, such as policy evaluation.   

2.2. A framework for education policy evaluation  

Policy makers need to take into account a range of considerations when trying to design 

evaluation processes to generate the best possible evidence. These considerations include: 

when in the policy cycle the evaluation should take place, why the evaluation is being 

carried out, what should be measured by the evaluation, who should do it, how should it be 

done, and for what purpose it will be used. The answers to these questions are driven by 

the objective of the policy, but also by the availability of the relevant resources to address 

the questions. In the absence of strong capacity to address these considerations 
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strategically, the evaluation results may suffer in quality or be unsuitable for the purpose 

intended.  

At the same time, outside of the design of any one policy evaluation, mounting evidence 

shows that an understanding of the context into which reforms are implemented is a key 

success factor. Policy implementation needs “conducive contexts” in order to be successful 

(Viennet and Pont, 2017[21]). The same education reforms may be “enacted” differently in 

similar contexts due to differences in interpretation of the intention and mechanics of the 

policy (Braun, Maguire and Ball, 2010[58]). Thus, policy makers and evaluators need as 

much insight as possible into the systemic features, relationships and externalities which 

comprise the context of an education reform.  

To counteract the methodological, resource and socio-political challenges outlined in the 

previous section, policy evaluation needs to become an integral and beneficial part of the 

policy-making process. This requires governments to mobilise strong institutional support 

for policy evaluation within the system in terms of regulation, funding and guidance. 

Building on this foundation, embedding a systemic evaluative mind-set can pay off in terms 

of increasing the quality and regularity of evaluations. Strategically, maintaining a portfolio 

of versatile approaches to evaluation can also ensure that a variety of evaluation tactics can 

be deployed as the context evolves. 

In summary, signals in the policy environment, recent country practices, and relevant 

literature point to two related pathways through which education systems can improve 

policy evaluation processes and results: 

 Developing the following capacities can improve the quality of individual 

evaluation processes: developing strong foundations for evaluation activity, 

improving the ability to assess policy contexts, and fostering a cultural mind-set 

which favours evaluation.  

 For individual education policies, having a comprehensive evaluation strategy and 

access to a diverse portfolio of evaluators and methods can pay off. Governments 

should give deep consideration to the questions of who, what, why, how and for 

what, to ensure that the most suitable modality for evaluation is chosen.  

Figure 2.1 presents a visual model of how these pathways could be incorporated and 

combined into a robust framework for policy evaluations within an education system.  
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Figure 2.1. A framework for the education policy evaluation process 

 

 

This framework is used as the basis of the analysis presented in the remainder of this paper. 

Section 3 explores the elements of the evaluation culture (insight, mind-set and foundation), 

while Section 4 looks at the questions of “who”, “how”, “when”, “why”, “what”, and 

Section 5 examines the element of “for what”, using examples from the education policy 

outlook evaluations digest.  
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3.  Building blocks for a strong evaluation culture 

3.1. Insight: Working to understand complex contexts 

Policy ecosystems are comprised of core policy priorities for improvement, the existing 

context of the system in which policies interact, key actors (through their engagement and 

capacities) and the key systemic arrangements needed to make policies feasible and 

effective (OECD, 2018[7]). Education policy ecosystems are well recognised as complex 

systems, and the application of complex systems theory to education has become more 

prevalent in recent years  (Davis and Sumara, 2008[59]; Mason, 2008[60]).  

Growing decentralisation and school autonomy means a greater number actors with 

decision-making abilities in OECD education systems, and increasing numbers of systemic 

relationships and interactions. This presents challenges for the overall governance of the 

system, and new thinking is required in terms of policy delivery across increasingly 

heterogeneous systems (Burns and Köster, 2016[61]).  

Complex systems, as implied by the name, are generally difficult to describe and analyse 

in their totality. They are: "that which the mind cannot easily comprehend and whole 

constituent parts cannot be easily disentangled" (Alhadeff‐Jones, 2008[62]). They are also 

difficult to govern: the OECD New Approaches to Economic Challenges Report concluded 

that complex systems cannot be successfully steered with simple linear mechanisms 

(OECD, 2015[10]). An overly simplified approach to governance is therefore less effective 

in complex policy ecosystems and might explain why policies can produce undesired or 

unexpected results, even when scaling up from a successful pilot.  

It is often commented that education reforms do not easily take hold in classrooms, and 

that the context into which they are introduced matters. Not taking into account these initial 

conditions in complex education systems, nor understanding how they might lead to 

variability in policy implementation, can spell failure for the policy in question (Trombly, 

2014[63]). A strong systemic understanding can help identify possible small adaptations that 

could or did nudge the system in desired directions. It can also highlight relationships or 

features of the system that are most associated with positive impacts. 

However, to date very little of the insight gained on system complexity has been converted 

to actionable tools and instruments for policy makers to use. Few "practitioners" exist with 

the ability to apply complex systems thinking to education policy. Nevertheless, research 

is beginning to emerge that offers some practical direction on ways to identify and represent 

key contextual elements in a complex education system (Box 3.1).  

Box 3.1. Five principles for evaluating policies in complex contexts. 

Recent research has aimed to develop practical approaches to enhance insight into 

complex education policy contexts. Reforms operating in complex systems require an 

approach to evaluation which respects and takes into account this complexity, while 

accepting that achieving complete understanding of a complex system is unlikely.  

Preskill and Gopal developed propositions for evaluating complexity, many of which 

are relevant to the process of assessing the policy context of a reform, including a focus 

on identifying key systemic relationships, dynamics and feedback loops  (Preskill and 
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3.1.1. Microdata infrastructures for contextual analysis 

Administrative microdata has a particularly strong potential to enhance policy evaluation, 

given the large databases available in OECD countries. Microdata from different 

administrative sources have been linked in many OECD countries and economies in order 

to develop decision support data infrastructures (Table 3.1). This type of infrastructure has 

the potential to serve as the backbone of the evidence base both for introducing new 

Gopal, 2013[64]). OECD research on governing complex education systems also 

identified important governance factors, including taking a whole-of-system view, 

understanding network structures, building trust and ensuring high capacity within the 

system to adapt to changing circumstances  (Burns and Köster, 2016[61]).  

Van Geert and Steenbeek take a more pragmatic view, arguing that complex 

educational systems in reality cannot be fully described as they encompass everything 

from the historical development of the system to the specifics of teacher-student 

knowledge transfer in the individual classroom (Van Geert and Steenbeek, 2014[65]). 

The community of policy makers, along with other communities within education 

systems, are therefore obliged to create simplex models of the system (i.e. a simplified 

mental model of the system which informs their everyday practice). 

During policy implementation, the differences in the simplex models among these 

communities can clash, causing adverse impacts to the effectiveness of the policy. 

Taking this research into account, the following five principles can be taken into 

account when evaluating in complex systems: 

Principle 1: Aim to understand and describe the structure of the whole system, 

including structure, formal and informal networks, relationships and interdependencies, 

while accepting that this will not be fully possible.  

Principle 2:  Distinguish between system aspects which are known and describable 

(for example, the system history and known organisational structures) and those where 

the dynamics may not be fully describable (influencing processes, informal 

relationships, power balances, trust levels, capacity for change, risk acceptance).  

Principle 3: For the dynamics which are not fully describable, aim to identify the 

variety of simplex models which are currently in use by different stakeholders, and how 

these might promote or inhibit reform success.  

Principle 4: Identify likely feedback loops, information channels and points of 

influence within the system which have the potential to interact with the policy reform 

either positively or negatively.   

Principle 5: Identify areas of stability and instability in the system that have particular 

importance for considering the possible effects of a new reform. Consider how policy 

innovations are likely to, or have already, interacted with these areas, and whether linear 

or non-linear models best represent the system dynamics. 

Source:  Developed by the author based on: Preskill, H. and S. Gopal (2013[64]), Evaluating Complexity: Propositions 

for Improving Practice, FSG, Boston, www.pointk.org/resources/files/Evaluating_Complexity.pdf; Burns, T., Köster, 
F. and M. Fuster  (2016[61]), Education Governance in Action: Lessons from Case Studies, Educational Research and 

Innovation, OECD Publishing, Paris, https://doi.org/10.1787/9789264262829-en.; Van Geert, P., and H. Steenbeek  

(2014[65]), The good, the bad and the ugly? The dynamic interplay between educational practice, policy and research, 

Complicity: An International Journal of Complexity and Education, The University of Alberta, Alberta, 

https://journals.library.ualberta.ca/complicity/index.php/complicity/article/view/22962/17093. 

http://www.pointk.org/resources/files/Evaluating_Complexity.pdf
https://doi.org/10.1787/9789264262829-en
https://journals.library.ualberta.ca/complicity/index.php/complicity/article/view/22962/17093
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education policies and evaluating them. For contextual analysis, high-quality data 

infrastructures can efficiently inform the assessment of the status quo. In some domains, 

they are used for simulating and “testing” the likely impact of policies (such as resource 

planning and allocation). These data sources can also be valuable for examining the effects 

of policies after implementation, taking into account specific sub-contexts within a system.  

While there is a greater recognition of the significant potential of harnessing microdata to 

gain new insights into the efficacy of policies, for the most part the development and full 

exploitation of this type of decision support infrastructures is at a nascent stage. However, 

at a national level some notable examples of exploiting micro-level data to support 

education policy decision making and policy evaluation already exist in OECD countries 

and economies (Table 3.1). 

Table 3.1. Decision support data infrastructures for education policy 

National level data infrastructures to support education policy in OECD countries 

Country Model name Description 

Denmark DREAM The educational component of the DREAM model predicts future education levels, 

transition trends and labour market participation based on the characteristics and 

behaviour of the current Danish population (derived from register data), which 

provides a rich set of information to assist in education decision support. 

Australia AURIN AURIN is a national collaboration delivering e-research infrastructure to empower 

better decisions for Australia’s urban settlements and their future development. Data 

from over 60 different providers are combined for contextual analysis and evidence-

based decision making. 

New Zealand Integrated Data 

Infrastructure (IDI) 

The IDI is a linked longitudinal dataset that combines unit-record administrative 

information from a range of agencies and organisations. The IDI is maintained by 

Statistics New Zealand under strict privacy and confidentiality protocols. All records 

within the IDI are anonymised and any statistical outputs that use IDI data go 

through a confidentialisation process to ensure that the privacy of individuals is fully 

protected. 

Germany  GeRDI (Generic 

Research Data 

Infrastructure) 

The aim of GeRDI is to enable all scientists in Germany, especially those who hold 

only small amounts of data, to store, share and re-use research data across 

disciplines. This new project is rolling out over a three year period from 2016, the 

results will inform the creation of a National Research Data Infrastructure in 

Germany. 

United 

Kingdom 

Administrative 

Data Research 

Network (ADRN) 

The ADRN was launched in 2013 with the aim of enabling researchers to access de-

identified, linked administrative data from various sources for research purposes. 

Researchers are trained and accredited and go through an approvals process before 

being allowed to access the data in a secured environment. All research proposals 

must demonstrate a social benefit and researchers must commit to making their 

results publicly available in order to access the data. 

 

At the international level, some projects and skills centres are in development to exploit the 

value of administrative data. For example the OECD Science Technology and Innovation 

microdata lab collects and links administrative and commercial micro-level datasets 

(OECD, 2014[66]). A European Union Competence Centre on Microeconomic Evaluation 

(CC_ME) also opened in 2016 with a focus on building skills for evaluation design and 

methodology using microdata (European Commission, 2017[67]). 

Significant challenges remain before the potential of these techniques for education 

evaluation can be fully realised. The administrative databases currently in existence in most 
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OECD countries and economies were generally not designed with research in mind. As a 

result, serious technical barriers exist in many cases to linking administrative data from 

disparate databases. Strong legal impediments also exist in many jurisdictions to using 

administrative microdata for non-administrative purposes. There is political caution in 

providing access to microdata to researchers given privacy concerns and strong digital 

rights movements in many OECD countries. Further developmental work may be required 

in some jurisdictions to provide an appropriate legal basis for using microdata for research 

purposes.  

3.2. Mind-set: Evaluative thinking across the education policy cycle 

Evaluation can be considered as process based using the paradigm of the evaluation policy, 

i.e. the rules and principles that guide evaluative actions (Trochim, 2009[68]). However, it 

can also be described as a collective mind-set that arises through the development of the 

overall evaluative culture. Evaluative culture is:  

…an organizational culture that deliberately seeks out information on its 

performance in order to use that information to learn how to better manage and 

deliver its programs and services, and thereby improve its performance. Such 

organization values empirical evidence on the results—outputs and outcomes—it 

is seeking to achieve. (Mayne, 2008[69]) 

This implies evaluation as a mind-set; rather than a process or activity. Thus, evaluative 

thinking is a “way of doing business”. Embedding such thinking across an organisation is 

the opposite of treating evaluation as a simple “box-ticking” exercise (Griñó et al., 

2014[70]). Developing effective evaluation capacity therefore does not only imply simply 

carrying out more and broader evaluations. It involves developing the capacity to employ 

evaluative thinking across the policy process and effectively using evaluation as the link 

between policy design, development and implementation. The increasing centrality of this 

concept in the evaluation field, and the importance of developing capacity for evaluative 

thinking, are also highlighted by Buckley et al. (2015[71]), who define evaluative thinking 

as follows: 

Evaluative thinking is critical thinking applied in the context of evaluation, 

motivated by an attitude of inquisitiveness and a belief in the value of evidence that 

involves identifying assumptions, posing thoughtful questions, pursuing deeper 

understanding through reflection and perspective taking, and informing decisions 

in preparation for action. 

While specific evaluation processes are often left to specialists, evaluative thinking is 

something that everyone involved in the reform process can engage in, and capacity can be 

built to embed the mind-set across the system (Griñó et al., 2014[70]). Evaluative thinking 

can involve analysing and questioning the assumptions underpinning policy actions that 

are often taken for granted. It can consist of the critical examination of relevant evidence 

to avoid the “evidence blinkers” modality of only developing policy where there is already 

supporting evidence. In short, it implies developing the skills to make the types of critical 

inquiry into policy processes that will yield maximum insight. The OECD has outlined a 

series of key ideas for evaluating education systems that can help to promote more 

innovative and effective learning environments (Box 3.2). 
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There is a clear link between the principles of evaluative thinking highlighted in Box 3.2, 

and those provided in the previous section for analysing the complex context into which a 

reform will be or has been implemented. Both sets of principles privilege a deeper and more 

critical enquiry process and a search for insight into how the reform process is likely to 

interact with different contextual scenarios. Within educational institutions, fostering 

evaluative thinking is a promising way to promote the use of data and evidence to improve 

provision for individual students (Wyatt, 2017[72]). It also can serve as a means to involve 

all stakeholders in the improvement of policies through collaborative inquiry processes 

(Earl and Timperley, 2015[73]). 

Box 3.2. The OECD perspective: Evaluative thinking for greater educational success 

Recent OECD work highlights the importance of evaluative thinking in developing 

educational innovations that are responsive and impactful. The Innovative Learning 

Environments Handbook (OECD, 2017[74]) draws together a number of basic ideas 

which can embed and promote evaluative thinking. The handbook conceives of 

evaluative thinking not as part of an unstructured innovation process, but as a discipline 

combining sequential steps with feedback loops in order to ensure that all aspects of 

the innovative process are comprehensively questioned and evaluated. According to 

the handbook, core opportunities where evaluative thinking can be engaged include: 

 When defining an educational innovation by considering the intention, roots, 

philosophy and expected impact. These considerations can be revisited as more 

evidence becomes available later in the process.  

 When engaging stakeholders by involving them in the process of critical 

thinking about the innovation and considering their viewpoints and cultural 

differences.  

 When designing evaluation processes by developing a clear vision of what is 

required from the evaluation process and thinking deeply about the range of 

questions the evaluation needs to answer, from both an internal viewpoint and 

to ensure external accountability.  

 When using evidence by developing theories of action and collaboratively 

planning the evidence-gathering methods in advance, considering whether the 

evidence gathered is fit-for-purpose, and giving more and deeper 

contemplation to evidence interpretation and insight rather than privileging 

evidence gathering.  

Source: OECD (2017[74]), The OECD Handbook for Innovative Learning Environments, Educational Research and 

Innovation, OECD Publishing, Paris, https://doi.org/10.1787/9789264277274-en. 

3.3. A strong foundation through regulation, funding and guidance 

Every education system needs a functioning evaluation infrastructure that is fit for purpose 

and an evidence delivery system that can feed into the policy process. Making this a reality 

requires strong foundations to provide appropriate resources, regulation and guidance to 

the process of policy evaluation.  

https://doi.org/10.1787/9789264277274-en
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3.3.1. Resourcing education policy evaluation  

Education evaluation and education research in general are often viewed as underfunded 

compared to other areas of social policy research, although concrete comparative indicators 

are not available on an international scale (Burkhardt and Schoenfeld, 2003[75]). 

Furthermore, a tension exists between growing calls for more evidence-based decision 

making and resourcing in education, and trends toward the decentralisation of governance.  

This decentralising trend can lead to fragmentation in the procuring and funding of 

evaluation (OECD, 2007[38]). It is therefore critical that systemic arrangements are in place 

to provide adequate access, resources and guidance for policy evaluation processes.  

Many options exist for channelling funding towards policy evaluation. One traditional 

approach involves setting a proportion of the policy budget aside specifically for the 

evaluation process. This is often a feature of specific public policy initiatives funded by 

international bodies, such as the European Commission, which mandate policy evaluation 

in the funding conditions. However, there is often not a clear link between the cost of 

implementing and the cost of evaluating a reform. Appropriate funding levels can depend 

on the strength of “proof” required of the reform impact, as well as the evidence and data 

available or built in to the implementation process and the amount of measurement 

precision required (Lagarde, Kassirer and Lotenberg, 2012[76]).  

Budgets for individual evaluations should also be related to the strategic importance of the 

reform. One option for rational funding is through the resourcing of specialist agencies or 

bodies mandated to evaluate education policy. Many governments have developed 

initiatives in this area in recent years, either through developing more general policy 

evaluation institutions that also focus on assessing education policies, or specific institutes 

for education policy evaluation (see Section 5).  

Finally, investment in internal administrative and analytical capacities within national 

education ministries can pay off for developing evaluation capacity. Many education 

ministries and/or departments have internal monitoring and evaluation units, or units 

concerned with policy analysis. However, silos can exist between these units and systemic 

data and evidence generated elsewhere in the system, such as in education management 

and information systems (EMIS), teacher payrolls and achievement data. Such silos can 

seriously hamper the effective evaluation of the actions of national ministries (Hua and 

Herstein, 2003[77]). Investing in technical or organisational solutions which break down 

these barriers can greatly enhance the effectiveness of evaluation processes and help build 

a stronger evaluative culture among education policy makers.  

3.3.2. Regulation and guidance 

Connecting evaluators with the knowledge and guidance they need is essential to avoid 

poorly designed evaluations which do not meet the needs or expectations of policy makers. 

There are many sets of general guidelines and frameworks for policy evaluation available 

from academic sources or in the body of literature to guide the evaluation profession. 

Governments in some countries have also produced official guidance for evaluating 

reforms, although few examples of official education specific evaluation frameworks exist 

(see Box 3.3 for an example from New South Wales). Notable official general public policy 

evaluation guidelines include:  

 

 The Instructions for Official Studies and Reports Norway 

(Utredningsinstruksen) have been central to the Norwegian system of assessment, 
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submission and review procedures for official studies, regulations, propositions and 

reports to the Storting (Parliament) since 2000. In 2016, the instructions were 

revised to make evaluations simpler, clearer and more complete, with overly 

complex rules removed. Minimum requirements are laid out in six questions that 

each evaluation report must answer. Proportionality is also an important component: 

resources invested in the evaluation should be proportional to the resources invested 

in the initiative itself. Other changes aim to promote the involvement of ministries 

and other stakeholders earlier in the assessment process (DFØ, 2016[78]). 

 

 The Magenta Book issued by the United Kingdom Treasury was revised in 2011 

to provide broader ranging guidance and advice on evaluation processes. It is aimed 

at analysts and policy makers across all levels of government with a view to 

improving policy design and implementation in order to promote effective 

evaluation, as well as improving evaluation processes themselves. It highlights the 

benefits of robust, proportionate evaluations for policy and also presents technical 

guidance and best practice standards for those practically involved in the evaluation 

process (HM Treasury, 2011[15]).  

Although ethical guidelines targeted at reform evaluators exist, evaluations tend to be more 

preoccupied with technical and methodological issues (Bechar and Mero-Jaffe, 2014[79]). 

Still, there is a need to ensure that evaluations meet ethical standards and give due 

consideration to all participants in the evaluation process. A responsible and truthful 

approach by the evaluators, informed by ethical standards, can help to ensure that the rights 

and concerns of all involved in the process are respected, which can improve evaluation 

quality.  

There must be no doubts around the independence of evaluators, the development and 

circulation of reports, and the privacy of information from individuals involved in 

evaluations (Burgess, 2005[80]). Evaluations can create conflict and resistance in those who 

are being evaluated. This evaluation anxiety may reflect fear of critical judgement, previous 

negative experiences with the evaluation process, and concerns about changes to working 

conditions or power structures that may occur as a result of the evaluative process (Taut 

and Brauns, 2003[81]). It is important for evaluators to be aware of these concerns and 

actively mitigate against them through building trust and facilitating dialogue, 

communicating possible benefits of the process for stakeholders, and stressing the focus of 

the evaluation on the policy rather than the people (Taut and Brauns, 2003[81]).  
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While guidance and standards are desirable for evaluation processes, this does not imply 

that all evaluations should be carried out using the same strategy. There is no one correct 

way to carry out policy evaluations in education systems, they need to draw upon a diversity 

of methods in order to promote true learning (Sanderson, 2002[83]). Specific evaluation 

strategies depend on particular policy characteristics, evaluation objectives, resources, and 

the availability of relevant data and evidence. Evaluations can be purely quantitative, purely 

qualitative, or take a mixed-methods approach that combines both quantitative and 

qualitative analysis. A broad range of methods are employed in education policy 

evaluations that cover experimental and quasi-experimental methods, causal comparative 

methods, surveys, case studies, interviews, and narrative approaches (Mertens, 2015[84]).  

Different evaluation methods may be selected depending on the aims of the evaluation. 

However, the issue is not as simple as choosing among a suite of tools and techniques. 

Evaluation should first and foremost be driven by the principles and relevant issues rather 

than the available methods (OECD, 2007[38]). Designing an effective evaluation also 

Box 3.3 A modern policy and framework for evaluation in education: New South Wales, 

Australia 

An education specific policy evaluation framework was introduced in 2014 in New 

South Wales, Australia, which recognises evaluation as “an integral part of managing 

government programs at every stage of the policy cycle”, and aims to strengthen 

evaluation practices to improve performance and accountability. Key principles for 

evaluation laid down as part of the framework are: 

 Evaluation will be planned early during the design of programmes. 

 Evaluation will be appropriately resourced as part of programme design, taking 

into account what is feasible and realistic to achieve within time and budget 

constraints.  

 Evaluation will be rigorous, systematic and objective, with appropriate scale and 

design.  

 Evaluation will be conducted with a suitable level of expertise and independence.  

 Stakeholders will be identified and actively involved in the evaluation process.  

 Evaluation will be timely and strategic to influence decision making.  

 Evaluation will be transparent and open. 

The framework provides guidelines for how to prioritise evaluation and choose the most 

appropriate evaluation strategy given the reform aims and stage of implementation. The 

five criteria considered most important to prioritise and focus evaluation activity include: 

1) the financial scale of the programme; 2) the strategic alignment of the programme to 

government priorities; 3) external requirements (for example those funded from other 

sectors); 4) the existing evidence base (with priority given to those that have not been 

recently evaluated or with an inadequate evidence base to assess the policy); and 5) 

methodological considerations as to whether the programme can be effectively 

evaluated. Guidelines are also provided for judging the appropriateness and scale of the 

evaluation activity against the scale and importance of the programme itself, and for the 

appropriate governance arrangements for the execution of the evaluation plan.  

Source:  New South Wales Department of Education and Communities (2014[82]), Evaluation Framework, 
https://education.nsw.gov.au/policy-library/associated-documents/evaluationframework.pdf. 

https://education.nsw.gov.au/policy-library/associated-documents/evaluationframework.pdf
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involves a theoretical analysis of the change process of the reform. This theoretical step is 

often overlooked, but it can ensure that the right evaluation questions are posed and 

improve understanding as to why a reform has impacted in a certain way, which informs 

future policy decisions (White, 2013[85]) 

It follows that governments need to combine analysis of the policy context with a strategy 

and portfolio that ensure the most suitable methodological selection for evaluation is made 

for each reform process. This ability to formulate evaluation questions and choose the best 

approach is in itself a skill which requires capacity building at the level of the policy maker. 

Taking these considerations into account shifts the focus from implementing specific 

evaluation methodologies towards building the capacity to take various approaches at 

different points, i.e., to harness methodological pluralism to generate the variety of 

evidence that might be required in different contexts (Shlonsky and Mildon, 2014[86]).   
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4.  Recent policy evaluation practices in OECD countries 

This section uses a digest of over 80 key policy evaluation processes which have taken 

place in recent years across the OECD to structure a comparative analysis of approaches to 

the education policy evaluation process. Examples presented showcase the diversity of 

views of the education policy evaluation processes, the methods used, the objectives of 

policy evaluations and the purposes for which they are used. Analysis is organised 

according to the key facets of policy evaluation processes which were identified in the 

framework proposed in Section 2.  

4.1. Why? 

Policy evaluations tend to be conducted for two main purposes: gather evidence that can 

be used formatively to improve the policy, and, to assess the impact of the policy in a 

summative manner (Scriven, 1991[87]). The line between formative and summative 

evaluation is often not very clearly drawn, and both formative and summative approaches 

are often taken to the same reform according to evidence from reported OECD policy 

evaluations.  

As pilots and experiments have become more commonplace, there has been an increasing 

onus placed on evaluators to develop more formative approaches to evaluating policy 

implementation and take on the role of policy “change agent” (Martin and Sanderson, 

1999[88]). Evaluation with a formative intention could include gathering information on the 

experiences of stakeholders affected by the reform, with a view to making changes or 

improvements to the reform. Ideally, evaluation for formative purposes acts as a virtuous 

evaluation-feedback-action mechanism that promotes the policy improvement process 

(Scheerens, Glas and Thomas, 2007[89]). 

In contrast, while formative evaluation might be carried out “to improve” during the 

development and rollout process, the purpose of summative evaluation is “to proof” (Van 

Den Akker, Bannan and Kelly, 2013[90]), i.e., to critically examine whether the intervention 

has been effective and to gather evidence to support its continuation, modification or 

termination. In OECD countries, summative exercises tend to serve as foundation for 

decision making at different levels of the education system (OECD, 2013[18]). Impact 

evaluations can be carried out as an independent exercise, or may also consist of gathering 

and synthesising the evidence from one or more evaluations carried out throughout the 

rollout of a reform. 

Other more comprehensive categorisations of evaluation purposes also exist. For example, 

Chen combines two types of evaluation functions (improvement and assessment) with two 

programme stages (process and outcomes), to arrive at four evaluation purposes: 

constructive process evaluation, conclusive process evaluation, constructive outcomes 

evaluation and conclusive outcome evaluation (Chen, 2015[91]). In reality, overlaps in these 

purposes may also occur, for example, a constructive outcomes assessment may also be 

intended to be used for process improvements. 

4.2. When?  

This section examines the question of when evaluation tends to take place within the 

education policy cycle. Policies can be evaluated before, during or after implementation. 

Recent reported policy evaluations in OECD countries and economies show that the timing 
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of the evaluations within the reform process varies greatly, as does the period of time 

between implementation and evaluation.  

The decision on when to evaluate can be related to the intended purpose of the evaluation, 

and the timeframe for the availability of relevant evidence. Many policy evaluations are 

backward looking only and may take place a significant amount of time after 

implementation of the policy. This may be necessary to await data on outcomes from the 

target group for the policy implementation (for example, labour market activation data from 

participants in a new higher education initiative). Other evaluations focus only on 

implementation perspectives of the reform, and may take place during implementation or 

shortly after the policy is embedded.   

Different labels are adopted to describe the “when” of evaluation. This paper refers to ex-

ante (evaluation before), interim (evaluation during) and ex-post (evaluation after) 

implementation when discussing different policy evaluation stages. 

4.2.1. Ex-ante evaluation  

When taking the view of evaluation as an assessment of value, the evaluation of policies 

can begin even before a reform is fully designed. Ex-ante evaluation can involve using 

evaluation as a tool for examining alternative policies and programmes (Sims, Dobbs and 

Hand, 2002[92]), or to assess whether a chosen programme is correctly designed to meet 

desired objectives. It can be thought of as the “what if” analysis which occurs before 

implementation (Bourguignon and Ferreira, 2003[93]). Robust early intervention in the 

policy process that challenges the assumptions made by policy makers ex-ante could help 

to strengthen the policy and put it on a more positive trajectory to success (Janssens and de 

Wolf, 2009[94]).  

Analysis of a set of recent evaluations reported by OECD countries and economies indicate 

that it is less common for policy evaluations to be conducted ex-ante (i.e. in order to 

evaluate or estimate the likely impact of a reform before implementation). Instead, 

evaluations aim to track implementation as it takes place or provide a review of the 

implementation process and impact after the policy has been fully implemented. Among 

over 80 policy evaluations reviewed for this analysis, only one was specifically labelled as 

an evaluation of different policy options identified during the policy design process which 

took place before implementation of the policy.  

At the same time, many policy documents related to the reforms in the Education Policy 

Outlook reforms database  reference a specific period of more informal weighing up of 

policy options before implementation, as part of the policy design and development process 

(OECD, 2018[7]). Although it appears that ex-ante evaluation of education reforms may 

take place less formally during the policy development process, there is a case to be made 

for more institutionalised formal evaluation as an overview of the potential interaction 

between the policy and the environment before implementation. Many countries face 

challenges in understanding why there is often not a strong relationship between the level 

of investment in systemic reforms and how well they are able to achieve their objectives. 

Part of the difficulty arises from the lack of understanding of, or preparedness for, how the 

policy is likely to interact with others implemented by another organisation or government 

department. Through strengthening evaluation of policies prior to implementation, a theory 

of change can be developed which takes into account all available evidence, including the 

efficacy of related policies in the current and other contexts and system dynamics and 

interactions between this policy and other policies, to arrive at a solution which is 

“plausible, doable, testable and meaningful” (Connell and Klem, 2000[95]). 
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There are some indications of moves towards more robust evaluation ex-ante, both for 

choosing amongst alternative policies and validating the “theory of change” of chosen 

reforms (Wolpin, 2007[96]). Mandated ex-ante evaluations are now required by many 

funding bodies in advance of providing funding or support for education projects (European 

Commission, 2014[97]; UNESCO, 2007[98]). Despite this expansion in recent years, 

evidence suggests that ex-ante policy evaluation practices often do not adhere to the same 

evidentiary standards as evaluations that take place ex-post. For example, it has been 

argued that ex-ante policy evaluations are strongly shaped by the prevailing political 

context and less likely to lead to learning which may challenge the status quo or 

assumptions made in the policy process or the problem definition (Hertin et al., 2009[99]). 

4.2.2. Interim evaluation  

A review of the evaluations contained in the Education Policy Outlook policy evaluation 

digest shows that the interim evaluations carried out tended to focus on monitoring the 

implementation process, rather than being targeted at tweaking and improving the policy 

in “real time” as it was being rolled out. However, policies that are being evaluated 

periodically as they are rolled out they are also providing diagnostic information which can 

be used to inform future provision or indicate when a reform is not performing as intended. 

For example:   

 The monitoring of the implementation of the expansion of childcare places in 

Germany involves the publication of regular evaluation reports which monitor the 

attendance rates and identify regional differences in both demand and access. 

These feed into the continued rollout process.  

 The formative evaluation of the Pasifika Education plan 2013-2017 in New 

Zealand consists of monitoring the key targets defined by the policy on an annual 

basis in order to ascertain whether the policy is on track, while also taking a more 

in-depth case study approach to selected specific programmes introduced as part 

of the plan (Ministry of Education, 2014[100]). 

Interim evaluations often examine how relevant groups at the school level are dealing with 

the reform and issues arising. This can take the form of informal consultations and 

interviews or processes to gather information on policy implementation from schools or 

classrooms in a structured manner to facilitate understanding on how reforms may impact 

school or classroom practices. However, practices for gathering information on the 

implementation and perception of reforms in schools can vary based on the target for the 

reform and the key actors involved. For example:   

 The Technological Plan for Education (Plano Tecnológico da Educação, PTE) 

in Portugal aimed to modernise schools’ technological infrastructure and improve 

training and the use of ICT among students and teaching staff. To evaluate the 

reform, students and relevant school “adults” were surveyed on their attitudes, 

proficiency and usage patterns of ICT, as well as their perceptions and knowledge 

of the PTE. Given the nascent nature of the plan and the stage of the process the 

evaluation was being conducted at, the evaluators also considered it important to 

listen in depth to the fears, expectations and perceptions of the plan, which led to 

a number of semi-structured, in-depth interviews being undertaken with relevant 

stakeholders (CIES, 2011[101]). 

 A 2009 evaluation of a new set of National Professional Standards for Teachers 

in Australia focused on measuring attitudes to new standards in the education 
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system using evidence gathered from case studies, a national survey and a forum 

for stakeholders and contributors (AITSL, 2016[102]).  

 An interim review of the national Strategy to Promote Literacy and Numeracy 

in Ireland (2012-2020) evaluated progress towards meeting strategy objectives 

through an examination of standardised test results, as well as by surveying every 

organisation and departmental section named in the plan, holding a consultative 

forum, and meeting with groups of principals, teachers and students (Department 

of Education and Skills, 2017[103]).  

4.2.3. Ex-post evaluation  

Ex-post evaluation takes place after the policy has been fully implemented and is a 

backward looking, often more holistic view of the policy’s impact. Ex-post evaluations are 

important for ascertaining potential impacts of polices.. In the case of one-off measures or 

policy experiments, ex-post evaluations are a way of providing knowledge and insight into 

what worked, which can be applied to future policies or as evidence to support a decision 

on whether to expand the policy.  
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Box 4.1. Case study: Assessing the impact of the introduction of Individual Student Plans in 

Denmark. 

Individual Mandatory Student Plans (Elevplaner) were introduced in Danish primary and lower 

secondary schools in 2006 in order to monitor student progress against the common objectives, 

which are the learning objectives set for all students in compulsory education. They include a 

summary of students’ test and evaluation results and can provide the basis for discussions 

between students, teachers and parents.  

In 2008, the Danish Evaluation Institute carried out an evaluation to assess the impact of the 

rollout of the new student plans and underpin the debate around the introduction of mandatory 

student plans with empirical evidence. The investigation took a comprehensive approach, 

seeking to assess the impact from the perspectives of municipalities, school leaders, teachers, 

students and parents. Evidence to inform the evaluation was gathered using three key sources: 

 Case studies at six schools, which included detailed interviews with municipalities, 

school management, teachers and parents in the school. 

 A questionnaire survey covering all municipalities in the country. 

 Representative surveys of teachers and parents. 

To measure the factors that contributed to impacts, evaluators set up a number of hypotheses, 

primarily based on the results of an initial feasibility study of six schools carried out in 2007, 

which described possible factors affecting the assessment of the student plan utility. To ensure 

a variety of perspectives, the six schools ranged from those that had recently adopted student 

plans to those that had been using similar tools for a longer period of time. The hypotheses 

were proposed and put forward before the surveys were conducted, and then tested using 

statistical regression models based on the survey questionnaire data collected.  

The evaluation found an overall positive view among teachers and students about the 

introduction of the student plans. At the time of the evaluation the introduction of the plans 

were found to have been well underway in schools, but they had not yet contributed to 

strengthening teaching differentiation. A key issue identified was around designing the plans 

to meet the diverse needs and expectations of parents, students and teachers within one 

document.  

Source: EVA (2008[104]), Arbejdet med elevplaner: en national undersøgelse af erfaringer (Working with 

student plans: a national study of experiences), https://www.eva.dk/grundskole/arbejdet-elevplaner (accessed 

on 31 May 2018). 

 

4.2.4. Multiple evaluations of the same policy 

Analysis of recent evaluations shows that key policies are often evaluated in multiple 

phases or stages, or are assessed multiple times from diverse perspectives by different 

evaluators. For example: 

 the Folkeskole reform, implemented in Denmark in 2014, has three major 

objectives for compulsory public schools in Denmark: to support all students to 

reach their fullest potential, to reduce the importance of social background for 

academic results, and to strengthen the trust in the Folkeskole and student well-

https://www.eva.dk/grundskole/arbejdet-elevplaner
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being. This reform been the object of evaluations at different points in time. Its 

latest evaluation was published in 2020.  

 the third generation of Portugal’s Education Territories of Priority Intervention 

Programme (Territórios Educativos de Intervenção Prioritária, TEIP) to address 

educational disadvantage has been evaluated twice by the Ministry of Education 

and also been the subject of a more in-depth study by the CIES (Centre for 

Research and Studies in Sociology of the University Institute of Lisbon).  

 Ireland’s educational disadvantage initiative (Delivering Equality of Opportunity 

in Schools, DEIS) has been evaluated a number of times by the Education Research 

Centre funded by the Department of Education and Skills and separately by the 

Economic and Social Research Institute, an independent policy research institute. 
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Multiple evaluation processes can provide large volumes of formative information 

throughout the implementation of the policy, which can in turn can provide a  number of 

perspectives from which to evaluate the impact of the policy ex-post.  

Box 4.2. Case study: Evaluation of the Canada Student Loans Programme 

Evidence gathered during interim evaluations can enhance the ability of evaluators to assess 

the impacts of a reform after implementation by providing insights into which mechanisms 

might have contributed to the reform results. The Canada Student Loan’s Programme 

(CSLP) was evaluated by the Employment and Social Development Canada (ESDC) 

Evaluation Directorate in 2011 in order to determine the validity of the programme’s 

rationale, needs assessment and its success at promoting access to post-secondary 

education.  

This impact evaluation was the culmination of a series of smaller studies that took place 

between 2006 and 2010. The final report provides a summary of 32 studies that were 

undertaken over the five-year period, and also takes external reports into account. The 

smaller evaluation reports covered evidence including literature reviews, international 

comparisons, surveys, focus groups, key informant interviews, and administrative data. The 

evaluative activities were organised around a set of evaluation questions that covered 

programme rationale, programme objective and achievement, impacts and effects, cost-

effectiveness, and programme delivery issues and communications.  

The programme was considered from multiple different evaluative perspectives, for 

example, debt repayment prevalence after graduation, how processes were quality assessed, 

and how the policy promoted equity of access. A series of evaluation questions were used 

to inform the evaluation process. In addition to synthesising the empirical evidence on the 

efficacy of the programme, the evaluators also considered whether the programme rationale 

developed ex-ante was still valid. 

Management provided responses to the key recommendations already in the evaluation 

report. This can be useful in terms of "closing the policy cycle" and showing how the results 

of the evaluation can be taken into account. In some cases, management further analysed 

the policy options suggested in the recommendations (for example to associate the amount 

of the loan with local living costs, which vary dramatically across the country) and were 

able to respond with further perspectives within the report (e.g. it is accepted that living 

costs are different, however the complexity and cost of implementing such a programme 

would likely exceed the financial benefits.) 

Source: Human Resources and Skills Development Canada (2011[105]), Summative Evaluation of the Canada 

Student Loans Program, http://publications.gc.ca/collections/collection_2012/rhdcc-hrsdc/HS28-44-1-2011-

eng.pdf (accessed on 31 May 2018). 

 

4.3. Who?   

4.3.1. A taxonomy of evaluators 

There are a range of bodies, institutions and professionals involved in policy evaluation 

across OECD education systems. This includes specialist education evaluation agencies, 

academic researchers, private institutes, commercial institutions and international 

http://publications.gc.ca/collections/collection_2012/rhdcc-hrsdc/HS28-44-1-2011-eng.pdf
http://publications.gc.ca/collections/collection_2012/rhdcc-hrsdc/HS28-44-1-2011-eng.pdf
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organisations. Based on the analysis of the Education Policy Outlook digest of policy 

evaluations, as well as other OECD evidence, evaluators can be loosely classified according 

to the categories outlined in Table 4.1. Further analysis and some examples of practices for 

a selection of the categories follow.  

Table 4.1. Common evaluator types in OECD countries and economies 

Type of evaluator Key characteristics 

Specific institution for educational 
evaluation 

An institute undertaking education evaluation activities, including evaluation of education 
policies. . 

Higher education institution or 
academically based 

Evaluators based in academic institutions, which may conduct an evaluation on request from an 
education authority. 

Ministry or central/state education 
authority 

Evaluation units or personnel based in the relevant central or state education authority. 

Bodies with broader research or 
evaluation responsibilities (not 
specific to education) 

Often run their own research projects or performance audits, not all specific to education. May 
also conduct evaluations if contracted/requested by an education authority. 

External consultant evaluators 
(engaged by central/state authority 
or ministry) 

Private contractors which specialise in evaluation, engaged by education authority. 

Collaboration and committee 
Often led by a leading expert in a relevant area, who may then select a further panel of experts 
to conduct the review. A group or consortium may be centrally selected to be representative of 
all major stakeholders in the policy reform. 

International organisations 
May evaluate a policy as part of regular peer review processes, on invitation from a country, or 
as a condition of programme funding. 

Ministry or central/state education authority  

Many of the policy evaluations reviewed for this analysis were overseen or steered directly 

by the ministry of education or another central authority with responsibility for education 

policy. The arrangements for evaluating policies centrally varies across countries. In 

Sweden, for example, the Analysis and International Affairs unit of the Department of 

Education and Research may evaluate programmes and policies, while Slovenia, the central 

education inspectorate evaluates education programmes, and in Chile the Ministry for 

Social Development evaluates the social impact of educational programmes (OECD, 

2017[12]).  

Many education authorities contain internal evaluation units which may routinely review 

policies. This can create a tension if policy evaluations are carried out within the same 

environment initially responsible for designing and implementing the policy, but can also 

ensure that results of evaluations feed more directly into future policy research. Analysis 

of the Education Policy Outlook evaluations digest shows that education authorities are 

also responsible for commissioning a wide range of evaluative research from other bodies, 

which can help to ensure the independence of the evaluation process and raise public trust.  

Specific institutes for educational evaluation, and broader research institutes 

Evaluators should be independent, credible, transparent, and have the ability to access the 

data and evidence they need to perform a robust evaluation. Independent evaluation 
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institutions have a critical role to play in cutting through some of the political and resource 

related challenges that evaluation faces (Rutter, 2012[55]).  

In many OECD countries, there are independent institutions specifically responsible for 

educational evaluation and research, which may include evaluating education policies. 

Some of these institutes are new creations, while others have been established for decades, 

and there is a variety of funding, governance structures and research foci in place across 

the institutes. Table 4.2 shows a selection of institutes for education evaluation and research 

across OECD countries.    

In other cases reforms are evaluated by institutions that may also evaluate policy in other 

policy areas, or conduct policy research. These institutions also tend to be independent in 

nature, although the evaluations may be instigated initially by the central education 

authority.  

Some independent evaluation institutions have the ability to choose the policies they would 

like to evaluate, free of any political pressure. The Dutch Central Planning Bureau is a key 

clearinghouse of public policy options in the Netherlands. Although publicly financed, it is 

completely independent and free to make its own policy analyses and recommendations. 

The Bureau is widely considered as the authoritative source on policy evaluation within the 

Netherlands. It carries out evaluations of policies from across the economic and social 

spectrum, including evaluations of the efficacy of education policies. Most policy options 

and policy proposals are first evaluated by the Central Planning Bureau for likely efficacy 

before proceeding to implementation stage. The Bureau is particularly noted for providing 

independent evaluations of the electoral manifestos of political candidates, thus helping to 

inform public opinion and ensure that would be governments are more measured in 

devising policies. 

In other cases, evaluation institutions may be more closely guided by the priorities of the 

ministry or department of education if they have engaged the institute on a contract basis. 

For example, The Nordic Institute for Studies in Innovation, Research and Education 

(NIFU) in Norway conducts evaluations on education policies, as well as reforms in other 

related policy areas, such as innovation; This institution is funded through research 

contracts with both public and private sector clients. 
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Table 4.2. Selected OECD education evaluation and research institutes 

Country  Name of institute Key characteristics 

Australia Australian Council for 

Education Research 

(ACER) 

The Australian Council for Educational Research (ACER) is an independent, not-for-profit research 

organisation established in Australia as a company limited by guarantee, whose mission is to create 

and promote research-based knowledge, products and services that can be used to improve learning 

across the lifespan. ACER undertakes commissioned research and development and develops and 

distributes a wide range of products and services. 

France Conseil Nationale de 

l’évaluation du système 

scolaire (CNESCO) 

CNESCO, created by the Law of Orientation and Programming for the Rebuilding of the School of the 

Republic in 2013, is one of the few institutions in charge of independent evaluation. It aims to enlighten 

both the actors of the school world (pupils, parents of pupils, professionals of the national education 

system, local authorities, associations of popular education, etc.) and the general public. CNESCO 

also ensures the dissemination of the results of evaluations and research. 

Korea Korean Educational 

Development Institute 

(KEDI) 

The Korean Educational Development Institute (KEDI) has been a leading institution in educational 

policy development and implementation since it was founded in 1972. KEDI plays a pivotal role as a 

national think tank in setting the national agenda of Korean education and provides guidelines for 

innovating the educational system to enhance educational quality. KEDI strengthens global leadership 

through joint research and international ties and seeks a new educational paradigm to meet the needs 

of the upcoming fourth industrial revolution. 

Mexico The National Institute for 

Educational Assessment 

and Evaluation (INEE) 

The National Institute for Educational Assessment and Evaluation (INEE) shared responsibility with 

the Secretariat of Public Education for evaluation of the education system, and was responsible for 

evaluating the quality of the national education system from pre-school to upper secondary education. 

The institute was initially created in 2002 and became an autonomous public body in 2012 (though it 

ceased operation in 2019). 

New Zealand 

 

New Zealand Council for 

Educational Research 

(NZCER) 

NZCER is Aotearoa New Zealand’s independent, statutory education research and development 

organisation, established in 1934. The NZCER Act 1972 requires the organisation to carry out and 

disseminate education research and provide information and advice. NZCER conducts research and 

evaluation work with a range of public and private sector clients, and also produces research-based 

products such as tests, journals, books and services such as online testing, surveys, test marking and 

analysis.  

United States National Center for 

Educational Evaluation 

and Regional Assistance 

(NCEE)  

The NCEE is responsible for large-scale impact evaluations of education programmes supported by 

federal funds. It also funds research into improving technical assistance; and supports the 

development and use of educational research and evaluation throughout the United States. 

Collaboration and committee approaches 

Many recent OECD policies were evaluated through collaborative efforts, such as expert 

groups, committees, taskforces or communal efforts by different evaluators. Taking a 

collaborative approach to evaluation is a well-recognised way of building capacity for 

evaluation and promoting learning and knowledge transfer at the level of the school and 

classroom. A committee approach to evaluation can also serve to build capacity among 

policy makers and ensure that a range of expertise and stakeholder perspectives are 

reflected in the evaluation process.  
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Box 4.3. Case study:  The Excellence Initiative in Germany 

The Excellence Initiative (2005) aims to systemically support higher education and top-level 

research by awarding additional funding to top-performing universities. On behalf of the federal 

government and the Länder, the Joint Science Conference (Gemeinsame Wissenschaftskonferenz 

– GWK) proposed to appoint an international committee to evaluate the policy. In 2014, the GWK 

adopted a mandate for the “International Commission of Experts on the Evaluation of the 

Excellence Initiative” (hereinafter referred to as IEKE) to develop a comprehensive, primarily 

qualitative, assessment of the Excellence Initiative as a strategic programme and its effects on the 

German science system. Dieter Imboden was selected as the Chairman of the IEKE and proposed 

the selection of a further nine members.  

The IEKE was supported in its work by an independent office that was selected in an open tender 

procedure. The office was responsible for the entire organisation of IEKE’s work and supported 

it with work on the content. The office also organised the commission’s meetings and took care 

of the budget. On behalf of the IEKE, the office carried out analysis on specific issues and 

questions concerning German and international research systems. The office evaluated numerous 

information sources and reports regarding questions to be answered by the IEKE.  

To clarify its mandate, the GWK formulated key questions that covered the effects of the 

Excellence Initiative on universities not funded as part of the programme. The IEKE was given 

full flexibility on how to design their work, but was asked to include the end of June 2015 

published data protected report by the Deutschen Forschungsgemeinschaft (DFG) and the 

Wissenschaftsrats (WR)  in their analysis. The IEKE met six times for mainly two-day meetings. 

During the first meeting the process was discussed and it was decided to conduct interviews as 

part a first phase of work. The findings of the interviews, the results of the DFG/WR report and 

other publications, were the basis for the analysis that took place during the second working phase. 

The IEKE formulated a list of key questions for the conduction of interviews. Overall, more than 

100 people were interviewed. Interviewed personnel worked at different hierarchical levels 

(including students, PhD candidates, Postdocs, professors and university presidents) at different 

German universities, including universities that did not participate in the Excellence Imitative. In 

addition, discussions were held with representatives of non-university research institutions and 

foreign universities. In most cases, two IEKE members were present at each interview, with all 

members present on a few occasions. 

The IEKE was aware from the outset that neither the DFG/WR’s quantitative analysis, nor any 

other research, would make it possible to make stringent statistical statements about the 

relationship between the Excellence Initiative and any observed changes in quantitative 

parameters used to characterise university research and the perception of German universities at 

home and abroad (publications, citations, university rankings, etc.). On the one hand, the observed 

period since the beginning of the Excellence Initiative is still too short to make any consequences 

of the Excellence Initiative fully visible. On the other hand, a large number of other national and 

international programmes and changes are simultaneously influencing the German university and 

research system, meaning that a clear link between a specific measure (such as the Excellence 

Initiative) and an observed change is not possible. 

Source: IEKE (2016[106]), Internationale Expertenkommission zur Evaluation der Exzellenzinitiative 

Endbericht (International Commission of Experts for the Evaluation of the Excellence Initiative Final Report), 

https://www.gwk-bonn.de/fileadmin/Redaktion/Dokumente/Papers/Imboden-Bericht-2016.pdf (accessed on 

31 May 2018). 

 

https://www.gwk-bonn.de/fileadmin/Redaktion/Dokumente/Papers/Imboden-Bericht-2016.pdf
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International organisations  

An important type of external evaluator in education systems are international 

organisations such as the OECD, the European Union, the International Monetary Fund, 

the United Nations  Educational, Scientific and Cultural Organization (UNESCO) and the 

World Bank. International organisations develop and publish wide ranging suites of 

indicators which give comparative indications of the system level performance of education 

across countries, although this macro-level approach is often not able to take into account 

specific contexts at the country or region level that may influence education and training 

outcomes (Neves, 2008[107]). In their role of evaluators, international organisations may 

also take the position of peer reviewers (such as the OECD) for specific education reforms, 

undertake systemic evaluations, or act as monitors when providing aid or financing for 

education programmes (such as the World Bank).   
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Box 4.4. Case study: The World Bank evaluation of the Secondary Education Project in 

Turkey 

The Secondary Education Project in Turkey with the World Bank (2006-11) aimed to improve 

the quality, economic relevance and equity of secondary education and develop lifelong learning. 

Prior to implementation, the World Bank policy appraisal document (PAD) identified a number 

of education challenges that Turkey faced that created the imperative to improve secondary 

education, including low educational attainment, an increasing working age population and 

income inequality. A number of project development objectives (PDOs) were agreed with a set 

of associated indicators to form the basis for measuring progress towards achievement of the 

objectives. The project included creating and rolling out a new curriculum, student assessment 

instruments and other associated supports, with the aim of improving performance and equity. 

The evaluation operated in line with the standard World Bank evaluation framework (World 

Bank, 1997). It consisted of: identifying objectives, monitoring the change of objectives, 

following implementation and identifying key strengths and weaknesses of the implementation 

process, assessing the impact of the programme according to the indicators defined, and rating 

various aspects of the process according to a set of standard categories predefined by the 

operations evaluation department (for example, satisfactory or unsatisfactory process, high, 

moderate or low impact etc.). The ratings were entered into a database to facilitate the wider 

systemic evaluation process of the World Bank’s work. 

According to the “Implementation, Completion and Results Report”, the project partially 

achieved the following objectives: revision and implementation of general and vocational 

curricula, public availability of student achievement results, distribution of materials for teachers, 

improvement of vocational teachers’ skills, introduction of an online career information system, 

training of school management teams on school development plans, and grant distribution to 

schools in low enrolment areas.  

The report also identified the key strengths of the project which promoted success (including 

complementarity with an existing European Union programme, good communication with the 

ministry and beneficiaries of progress, and strong analytical underpinnings). It also identified 

some of the shortcomings that initially prohibited success (such as limited initial ownership, an 

overly ambitious PDO, not incorporating lessons from other programmes into the programme 

design, and not clearly identifying and mitigating against key risks). 

Source: Le, P. et al. (2012[108]), Implementation Completion and Results Report (IBRD-47670), 

http://documents.worldbank.org/curated/en/874001468110647154/pdf/NonAsciiFileName0.pdf  

(accessed on 31 May 2018). 

4.4. What?  

OECD education systems measure education reform success in diverse ways during the 

evaluation process. This section analyses the types of measures and metrics used in recent 

policy evaluations in OECD countries and economies to ascertain where a reform lies on 

the success/failure spectrum. The overarching goal of policy evaluation is to make some 

judgement about the quality and value of a policy. To achieve this, evaluators must take 

some measures of “effects” of the policy. 

Evaluation design is a critical component of the evaluative process, and evaluations should 

be designed from start to finish with consideration for how the evaluation will be used 

http://documents.worldbank.org/curated/en/874001468110647154/pdf/NonAsciiFileName0.pdf
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(Ramirez et al., 2013[109]). Effectively measuring the impact of a policy begins with 

defining clear targets at the outset of policy development. This can present particular 

difficulties with education policies, as targets must be appropriate, measurable, effective 

and relevant at the system level, as well as translated into objectives at the classroom level. 

A tension can therefore exist for evaluators between identifying the measures which 

provide the best evidentiary standards, and the feasibility and cost of getting the 

information necessary to use these measures.  

Resource constraints must also be balanced against the value of the information gained for 

improving policy. To aid in this balance, existing data should be sought and exploited as 

much as possible. Evaluation measures should be chosen with consideration of how much 

relevant data are already available to evaluate the policy, with resources focused on 

developing measures in those areas where there is the greatest uncertainty or lack of 

knowledge, or where evaluation is most crucial (Weitzman and Silver, 2013[110]).  

The Education Policy Outlook evaluations digest shows that evaluations tend to target 

measures of output and outcomes, or collect information to measure changes in perceptions, 

processes and practices. Examples of evaluations focusing on outputs and outcomes 

include:  

 The impact of the Drive to Reduce Dropout Rates in the Netherlands is measured 

by the consistent collection of comparative information on student dropout 

numbers, as well as the reasons for students leaving school early. This is used to 

increase the performance of the policy by monitoring progress and targets and 

allowing comparisons between schools and regions, as well as through providing 

financial incentives to schools to reduce their dropout rates (Panteia and SEOR, 

2016[111]).  

 The evaluation of the National Partnership on Youth Attainment and Transitions 

in Australia examined changes in participation and attainment rates of students, 

their transition outcomes defined within the National Partnership, as well as more 

detailed indicators across sectors (Dandalo Partners, 2014[112]). 

Examples of evaluations focusing on perceptions, processes and practices (such as 

institutional practice, systemic knowledge or capacity) include: 

 Luxembourg evaluated its Compulsory Education Reform by capturing how the 

implementation of the reform was received in schools in order to identify issues 

arising. Measures captured in surveys and interviews included the levels of 

satisfaction with and views on new school organisation structures. Issues were also 

identified and crystallised from the transcripts of detailed free form interviews 

(Koenig, 2013[113]).  

 The Norwegian Assessment for Learning programme carried out semi-structured 

interviews with a range of stakeholders. The interview approach was informed by 

a range of official and non-official letters, documents and memos from the 

Norwegian Ministry of Education and Research. These documents mainly served 

to inform the interviews that were carried out, as well as to clarify to external 

evaluators how the implementation process was conducted from the central level 

(Hopfenbeck et al., 2013[114]). 

In order for the evaluation to be judged of high quality, and for its conclusions to be well 

accepted by stakeholders, evaluators must strive to ensure that the measurement decisions 

made can allow the strongest conclusion possible about the success and impact of the 
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reform. Quantitative outcome measurements for use in policy evaluation are arguably more 

accessible. There are already many national and international measures of student outputs 

and outcomes which can be used as part of a policy evaluation exercise, although they may 

not be the most suitable measures in all cases. Qualitative measures related to the policy 

can be more onerous to construct. Figure 4.1 outlines key steps to consider when moving 

from the theoretical construct to measurement instruments. 

Figure 4.1  From construct to measurement instrument (Braverman, 2013[115]) 

 

Source: Adapted from (Braverman, 2013[115]) “Negotiating Measurement: Methodological and Interpersonal 

Considerations in the Choice and Interpretation of Instruments”, American Journal of Evaluation, pp. 99-114, 

http://dx.doi.org/10.1177/1098214012460565.  

 Table 4.3 presents a “menu” of possible qualitative outcomes, adapted from the work of 

Reisman, Gienapp and Stachowiak (Reisman, Gienapp and Stachowiak, 2007[116]) 

(2007[116]), that are relevant to education policy evaluation. Further consideration of how 

evidence can be gathered to gain insight into these outcomes is discussed in the next 

section.   

http://dx.doi.org/10.1177/1098214012460565
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Table 4.3. Qualitative outcomes menu for education policy evaluation 

Relevant general construct Example variables 

Shifts in social norms within education 
providers and institutions 

Changes in beliefs, behaviour, values and attitudes towards the policy topic, 
increased awareness of the topic or increased common understanding of the topic. 

Shifts in organisational capacity in schools 
or at lower levels of education governance 

Improved organisational and strategic abilities of staff, greater stability in the 
organisation, more effective communication channels. 

Strengthened alliances supporting learning Increased collaboration and knowledge sharing; increased collective support; new or 
stronger partnerships and alliances, for example, with social partners. 

Strengthened public support for the policy Increased parental involvement in education issues, increased public knowledge and 
awareness, positive media coverage, change in public perception. 

Improved education policy processes More transparent policy development processes, stronger and more effective 
implementation on the ground and policy resilience in the face of challenges. 

Changes in student impact Improved educational conditions for students, improved well-being and student 
empowerment. 

Source: Adapted to the education sector from: Reisman, J., A. Gienapp and S. Stachowiak (2007[116]), 

Measuring Advocacy and Policy, The Annie E. Casey Foundation, Baltimore, 

https://www.alnap.org/system/files/content/resource/files/main/aecf-aguidetomeasuringpolicyandadvocacy-

2007.pdf (accessed on 25 April 2018).  

Certain policies can also target improving classroom practice or interactions between 

students and teachers. Many policy reforms seek to make changes to the organisation of 

schools, or to impact directly on the knowledge transfer process between teachers and 

students. Unlike measures for assessing student outcomes and skills, such as standardised 

tests where the measurement instruments across education systems are aligned, well-

accepted measures of classroom and school practices that can provide transferable insight 

do not yet exist.  

At the classroom level, some tools aim to produce measures of teaching practices and 

student-teacher interactions in a standard way. Examples include standardised classroom 

observation measures (RTI International, 2016[117]) and structured classroom vignettes 

(Stecher et al., 2006[118]). The OECD, through the Teaching and Learning International 

Survey (TALIS), is also piloting methods to capture teaching practices in an internationally 

comparable manner through a video study, and intends to build a global video library to 

showcase and disseminate teaching practices (OECD, 2017[119]). The development of such 

measures, while still at early stages, could in the future feed into the evaluative process. 

https://www.alnap.org/system/files/content/resource/files/main/aecf-aguidetomeasuringpolicyandadvocacy-2007.pdf
https://www.alnap.org/system/files/content/resource/files/main/aecf-aguidetomeasuringpolicyandadvocacy-2007.pdf
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Box 4.5. Case study: Perceptions and practices in summative evaluation of the New Horizon 

Programme in Israel 

When undertaking summative evaluations, rather than directly measuring student outcomes, 

evaluators may focus on the changes that the policy has made in perceptions, processes and 

practices, following a theory that these changes will, if positive, lead to improvements in student 

outcomes. 

The New Horizon Programme (Ofek Hadash) in Israel is a national programme which began in 

2007 to advance education in Israel in elementary and junior high schools. The reform included 

four main complementary targets: 1) boosting the status of teachers and raising their salaries; 2) 

providing equal opportunities to every student and raising student achievements, including 

through the provision of individual hours for teaching small groups of students; 3) improving the 

school climate and environment; and 4) empowering and expanding the authority of the school 

principal. 

An evaluation of the programme conducted in 2010 by RAMA (the National Authority for 

Measurement and Evaluation) focused on understanding the processes and changes that had taken 

place in schools participating in New Horizon over a long period of time. The intention was to 

learn what changes the reform had delivered within the school environment, as well as the 

perceived impact on student learning and achievement through the perspective of those involved 

in implementing the reform. The approach taken to gather information was primarily through 

telephone interviews among broad representative samples of teachers and principals, while a 

small number of face-to-face, more in-depth interviews were also conducted. 

The evaluation found that the programme is well implemented in schools and has wide acceptance 

among teachers and principals, and that the individual hours with students are perceived as most 

effective for fostering student improvement. At the same time, teachers reported feeling 

overworked, and teachers and principals are still reporting inadequate physical conditions and a 

lack of autonomy. 

Source: RAMA and Ministry of Education (2010[120]), Evaluation of the New Horizon reform in elementary 

and junior high education at the end of three years of implementation: Summary of Findings, 

http://cms.education.gov.il/NR/rdonlyres/45CCC357-4A00-42A6-9E8B-

F892A24B202E/163977/OfekChadashsummary.docx. 

 

4.5. How?   

In OECD countries, a variety of quantitative and qualitative methodologies are employed 

in evaluations, including experimental and simulation approaches, such as game theory, 

behavioural insights, surveys, mixed models and longitudinal analyses of the population 

targeted by reforms. Unlike other types of evaluation, such as at the school or student level, 

policy evaluation in education does not appear to have any harmonisation of practice across 

education systems, as can be seen from the diversity of instruments employed by the 

evaluations analysed during this review.  

There is a vast body of literature covering the application of different evaluation methods 

to policy evaluation. Table 4.3 summarises Stufflebeam’s critical review of evaluation 

models, identifying 22 distinct evaluation approaches, including two approaches deemed 

“illegitimate” for attributing value to a particular programme (Stufflebeam, 2001[33]). 

http://cms.education.gov.il/NR/rdonlyres/45CCC357-4A00-42A6-9E8B-F892A24B202E/163977/OfekChadashsummary.docx
http://cms.education.gov.il/NR/rdonlyres/45CCC357-4A00-42A6-9E8B-F892A24B202E/163977/OfekChadashsummary.docx
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Table 4.4. Stufflebeam’s methodological typology for education policy evaluation 

Evaluation method Description 

Objectives-based studies 
Specifying operational objectives and analysing pertinent information to find out how well each objective was 

achieved. Applicable for tightly focused projects that have clear, supportable objectives. 

Accountability/payment by 
results studies 

Typically narrows the evaluative inquiry to questions about outcomes, obtaining an external, impartial 
perspective compared to the internal perspective often preferred in objective-based studies.  

Objective-testing programmes 
Using student test results to evaluate the quality of projects, programmes, schools, and even individual 

educators. Infers that high scores reflect successful efforts and low scores reflect poor efforts.  

Outcome evaluation as value-
added assessment 

Systematic, recurrent outcome/value-added assessment, coupled with gain score analysis, is a special case 
of the use of standardised testing to evaluate the effects of programmes and policies.  

Performance testing 
Requires students to demonstrate their achievements by responding to evaluation tasks, such as tests, 

presentations, portfolios of work products, or group solutions to defined problems. 

Experimental studies 
Beneficiaries are randomly assigned to experimental and control groups and outcomes are contrasted after 

the experimental group receive an intervention and the control group do not. 

Management information 
systems 

Supplies managers with information needed to conduct and report on the policy. Most management 
information systems include objectives, specified activities, projected milestones, and a budget.  

Benefit-cost analysis approach 
A set of largely quantitative procedures used to understand the full costs of a programme and to judge what 

these investments returned in objectives achieved, as well as broader social benefits. 

Clarification hearing 
Essentially puts a programme on trial. Role-playing evaluators competitively implement both a damning 

prosecution of the programme and a defence of the programme before an adjudicator.  

Case study evaluations 
A holistic, multi-level analysis of a policy in its geographic, cultural, organisational, and historical context, 

closely examining how it uses inputs and processes to produce outcomes.  

Criticism and connoisseurship 
Assumes experts in a given substantive area are capable of unique in-depth analysis and evaluation. 

Methodology includes critics’ systematic use of their experiences, insights and abilities. 

Programme theory-based 
evaluation 

Begins with either 1) a well-developed and validated theory of how reforms of similar type and settings 
operate to produce outcomes; or 2) an initial stage to approximate such a theory within the context.. 

Mixed-methods studies 
Employs quantitative or qualitative methods and is preoccupied with using multiple methods rather than 

whatever methods are needed to comprehensively assess a programme’s merit and worth. 

Decision/accountability-
oriented studies 

Emphasises that evaluation should be used proactively for improvement as well as retroactively to judge its 
merit and worth, to provide a knowledge and value base for making decisions. 

Consumer-oriented studies 
The evaluator plays the role of the surrogate consumer. The approach regards a consumer’s welfare as a 

programme’s primary justification and accords that welfare the same primacy in evaluation. 

Accreditation/certification 
approach 

The evaluation’s purpose is to determine whether institutions, institutional programmes, and/or personnel 
should be approved to deliver specified public services and are meeting minimum standards.  

Client-centred studies 
Embraces local autonomy and helps people who are involved in a programme to evaluate it and use the 

evaluation for improvement. The evaluator works with diverse clients involved with the policy. 

Constructivist evaluation 
Rejects the existence of any ultimate reality and employs a subjectivist epistemology. It sees knowledge 

gained as one or more human constructions, unverifiable, and constantly changing.  

Deliberative democratic 
evaluation 

Charges evaluators to uphold democratic principles in reaching conclusions. Proactively promotes the 
equitable participation of all interested stakeholders throughout the course of the evaluation.  

Utilisation focused evaluation 
Explicitly geared to ensure that programme evaluations make an impact. All aspects of a utilisation focused 

evaluation are chosen to help the users apply evaluation findings to their intended uses. 

Source: Adapted from Stufflebeam, D. (2001[33]), “Evaluation Models 2”, New directions for evaluation 89, 

https://www.wmich.edu/sites/default/files/attachments/u58/2015/Evaluation_Models.pdf (accessed on 16 

March 2018). 

The table above shows that the range of possible approaches to policy evaluation is wide, 

and can be further complicated by the combination or modification of any of the techniques 

identified. At the same time, policy evaluation methods are often not as rigorous as those 

used in empirical academic research, and conclusions drawn from evaluation studies can 

often go beyond what is warranted by the evidence created or examined as part of the 

evaluation (Lauer, 2004[121]). Given the high stakes of policy decisions and funding which 

can often rest on the evidence from evaluations, it is important that evaluation methodology 

is robust, as comprehensive as possible, covers an appropriate time period, and employs a 

methodology suitable to the reform being evaluated (HM Treasury, 2011[15]). Ensuring that 

https://www.wmich.edu/sites/default/files/attachments/u58/2015/Evaluation_Models.pdf
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these standards are met also increases the likelihood that the evaluation process and results 

are perceived as legitimate by stakeholders.  

The specific nature of the policy and policy context can dictate which types of evaluation 

methods are most appropriate. As education policy makers can introduce a variety of 

reforms across the system in diverse contexts, this implies that capacity should be available 

to access a broad range of evaluation methodologies. As discussed in Section 3, although 

it can be a difficult path for governments to build these wideranging capacities into their 

system, many countries have been responding to this challenge by enhancing funding, 

regulation and guidance; harnessing outputs from other types of evaluation and assessment 

in education systems; and making better use of data sources and other contextual 

information. These practices help to build a baseline of evidence which can then be used in 

a multitude of ways that are compatible with the specific evaluation method chosen.  

Within the Education Policy Outlook digest of evaluations, most evaluations used either a 

qualitative approach or combined quantitative and qualitative data in a mixed-methods 

design. The term “qualitative evaluation” covers a broad range of intents and approaches 

to the policy evaluation process. It can be characterised by techniques which focus on the 

processes used to achieve the policy outcome, or which might attempt to get the “interior” 

perspective of the policy. Qualitative evaluation tends to gather words, images or ideas to 

feed into the evaluation rather than numerical data (Ritchie et al., 2013[122]). Evidence from 

the Education Policy Outlook digest of evaluations shows that qualitative and mixed-

methods evaluations comprise a variety of designs and techniques, including interviews, 

observational studies and case studies.   

Qualitative methods take a different conceptual approach to experimental or other 

quantitative methods when evaluating policies. As outlined by Maxwell (2004[123]), while 

the aim of variable-based research is to study systematically whether there is a causal 

relationship between defined, observable and comparable inputs or outputs (the “whether” 

of causality, or the description of the causal effect), qualitative evaluation provides a view 

of the “how” of causality or the explanation of the causal mechanisms. In evaluation 

processes, quantitative and qualitative methods can complement each other, with the 

former generally attempting to estimate causal relationships and the latter generally 

attempting to explain how and why they occur.  
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Box 4.6. Qualitative methods in the Early Childhood Education Participation Programme in 

New Zealand. 

The Early Childhood Education (ECE) Participation Programme was set up in 2010 with the aim 

of increasing participation levels in quality ECE among some groups, largely Māori and Pasifika 

children, and children from lower socio-economic communities. Specific initiatives included 

Engaging Priority Families/whānau (EPF), Supported Playgroups (SP), Flexible and Responsive 

Home-based Services (FRHB), Identity, Language, Culture and Community Engagement 

(ILCCE), the Intensive Community Participation Programme (ICPP) and Targeted Assistance for 

Participation (TAP).  

The initiatives were evaluated in a four stage process by the Wilf Malcolm Institute of Educational 

Research of the University of Waikato. A multidimensional approach was taken using quantitative 

and qualitative methods to assess participation and learning outcomes and to examine the 

transitions to school after the programme.  

Stage four of the evaluation consisted of an in-depth qualitative review focused on the EPF 

initiative. The experiences and outcomes of a cohort of 18 children were studied over a six-month 

period, over which time evaluators gathered the perspectives of their educators in both the EPF 

setting and the primary school after transition. Observations within the early childhood education 

setting were also carried out in order to collect information about learning episodes. Information 

was analysed on the level and type of educational activities carried out by parents to support the 

learning of the child. As part of the analysis, the strength of the children’s learning foundations 

across five domains (well-being, contribution, belonging, exploration and communication) was 

gauged from the perspective and observation activities, and were mapped against the ECE 

curricular strands (Te Whariki).  

Through the qualitative analysis, evaluators found that some factors and circumstances were more 

relevant than others when developing strong learning foundations and transitioning through 

school. For example, it was found that the EPF co-ordinator role was powerful for engaging 

parents and ensuring regular attendance in the programme, as was the pedagogical approach 

taken. Educational activities in the home setting with parents were also associated with 

developing stronger learning foundations, especially where there was continuity between home 

and school. On the other hand, learning foundations that were not as strong were associated with 

less time enrolled in ECE, and more transient family settings with less collaboration between 

home, school and the pre-school setting were considered a contributing factor to more complex 

and unpredictable transition outcomes for the children.  

Source: Mitchell, L. et al. (2016[124]), “ECE Participation Programme Evaluation Stage 4 Report to the Ministry of 

Education”, https://www.educationcounts.govt.nz/__data/assets/pdf_file/0005/171851/ECE-Participation-

Programme-Evaluation-Stage-4.pdf (accessed on 31 May 2018). 

 

4.5.1. Focus on quantitative methodologies 

Quantitative methodologies in evaluation can be categorised into three broad categories: 1) 

the analysis of statistical information and data to describe trends relevant to the evaluation; 

2) the use of econometric or statistical models to gain empirical knowledge about the 

impact of a policy; and 3) the use of computer simulation models to gain a deeper insight 

into, and elaborate on, the policy theory or possible causal mechanisms.   

https://www.educationcounts.govt.nz/__data/assets/pdf_file/0005/171851/ECE-Participation-Programme-Evaluation-Stage-4.pdf
https://www.educationcounts.govt.nz/__data/assets/pdf_file/0005/171851/ECE-Participation-Programme-Evaluation-Stage-4.pdf
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According to the Education Policy Outlook evaluations’ digest, the most common 

quantitatively-focused technique was the compilation and/or analysis of statistical data. It, 

was used to make inferences about the success or impact of the policy. Statistical data are 

used in a variety of ways to inform the decision process. Example evaluations include:  

 Evaluators of the introduction of free childcare in targeted areas in Norway 

conducted an analysis of detailed data on childcare attendance from the 

municipality of Oslo, as well as test scores from assessment tests in reading and 

mathematics in the first grades at school (age 6/7) provided by the municipality’s 

department of education. These data were also merged with information about the 

children and their parents from Statistics Norway's population registers.  

 An evaluation by the Ministry of Education of the Slovak Republic for the 

purposes of deciding on the expansion of childcare facilities used mainly statistical 

data (from the Statistical Office of the Slovak Republic, Eurostat, Institute of 

Forecasting of the Slovak Academy of Science and the Slovak Centre of Scientific 

and Technical Information). From these data, two indices were created to underpin 

the decision: 1) an investment efficiency index (multiple criteria in line with 

regional strategies); and 2) an underdevelopment index (number of inhabitants per 

dwelling/settlement) to decide on how and where expansion should be 

implemented.  

 The Student Loan programme in Hungary provides loans to tertiary education 

students. The state-owned Student Loan Company (Diakhitel) compiles annual 

statistical data on borrowers, new loans and collections in order to monitor trends 

and identify challenges as they arise, as well as make tweaks to offerings and 

operations.  

While statistical data can provide insights into key trends associated with the 

implementation of a particular policy, in general changes in trends can only be indirectly 

associated with reforms (with possible exceptions where the reform may remove or add 

legal requirements or entitlements to avail of educational services). Ideally, policy 

evaluation methods would be able to identify a cause-effect relationship between the 

introduction of a policy, as well as some defined, desirable outcomes, in order to adequately 

judge whether the policy was valuable.  

Experimental evaluations  

There have been increasing calls for causal approaches to be used in educational research 

in order to strengthen the evidentiary base for developing reforms. Policy makers want to 

find out “what works” (Slavin, 2004[125]). Experimental evaluations can be loosely 

described as a series of methods that seek to find out whether there is a causal relationship 

between a reform and a set of outcomes measured in the target population.  

When studying policy interventions, causality can never be directly observed. It can be only 

inferred indirectly, as we can only observe one outcome for each treatment level. Causal 

inferences about policies can be attempted using econometric or statistical means, although 

econometric approaches tend to rely on observational data. The “gold standard” for 

inferring the effect of a policy is often considered to be through randomised controlled 

experiments (Athey and Imbens, 2017[126]).  

Randomised controlled trials, when applied under the correct conditions, can assess the 

causal impact of a policy (Torgerson and Torgerson, 2001[127]). The trials involve the 

random assignment of individuals (or other units) into two groups. One group receives the 
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“treatment” of the reform while the other acts as a control. By measuring the differences in 

defined “success” outcomes between the groups, a measure of the causal effect of the 

reform can be obtained. The theoretical benefits of using randomised controlled trials for 

education evaluation are well recognised as allowing: evaluation without selection bias, for 

effects of different policy interventions to be disentangled, and for impacts of policies that 

have not yet been implemented to be investigated in controlled settings.  

Experimental approaches have become increasingly prevalent as tools for the evaluation of 

education interventions in recent years (Sadoff, 2014[128]). However, randomised controlled 

trials are not a panacea; there are serious challenges to be considered by policy makers 

when taking the experimental approach. Depending on the nature of the intervention, such 

experiments in real life may not be deemed ethical. Experiments are also costly as they can 

only answer one research question at a time. (Sadoff, 2014[128]). Moreover, even where 

resources are available to conduct such experiments, randomised controlled trials can still 

be hampered by methodological flaws due to the complexities of designing experiments on 

reforms that aim to impact entire communities (Hawe, Shiell and Riley, 2004[129]). Further 

development and normalisation of the process of policy experimentation can help to build 

a critical mass to overcome some of the challenges and promote learning through 

replication, verification, and meta-analysis of experimental results (Makel and Plucker, 

2014[130]). 

Policy maker driven experimental approaches in education that examine causal links 

between reforms and outcomes have traditionally been rare (Cook, 2002[53]). There have 

been increasing calls for experimental approaches to evaluating education policies in recent 

years. However, meeting the strict conditions to conduct randomised experiments is not 

always feasible in education systems for a variety of reasons, including the difficulty of 

aligning continuously changing “field” settings in education to meet the textbook 

assumptions governing experiments (Alexander, 2006[131]).  

Other forms of experimental design are commonly used where true experiments are not 

possible. These techniques involve making causal inferences under quasi-experimental 

conditions, where the control and treatment groups are not randomly assigned by the 

researcher. The lack of randomisation means there may be other differences between the 

groups that contribute to observed variations in outcomes of interest, and the study design 

must attempt to control for these differences. Examples of such methods include:   

 Regression discontinuity design: This method exploits natural boundaries or 

discontinuities in some “forcing variable”, where individuals on one side of the 

boundary qualify for the intervention, while those on the other do not. Examples 

of boundaries in this context could include, for example, youth intervention 

measures based on geographic areas, age limits, income limits, test scores or 

academic achievement measures. This is considered close to a natural experiment, 

as individuals who are close to the boundary on either side are assumed to have 

similar characteristics. Differences in outcomes between the groups close to the 

boundary that were subject to the policy and those that were not are then attributed 

to the causal impact of the policy using this method.  

 Difference-in-differences: This is relevant in cases where some groups (such as 

schools, local areas, regions) participate in a policy reform and others do not (and 

act as a de facto control group) and the groups can be observed before and after the 

reform was introduced. In order to infer causality, a counterfactual needs to be 

estimated for the group which received the policy reform (i.e. an assessment of 

what their outcome would have been if they were not involved in the policy 
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reform). The estimation of this counterfactual can be informed by the changes in 

outcomes of the control group, also taking into account the initial differences 

between the two groups before treatment.  

 Other methodologies seek to draw causal inferences. For example, the 

instrumental variables method could be used in cases where the assignment of 

those to be “treated” by the policy is not random, or where errors or changes occur 

not at random following the random assignment, creating a bias which will skew 

the results of the evaluation (where the evaluation is trying to define a statistical 

relationship between some outcome variable and explanatory variables). The 

method aims to identify one or more variables which are correlated directly with 

the explanatory variable, but not directly with the outcome variable. If technical 

conditions are met, the instrumental variables can be used to counteract bias.  

Purely quantitative causal evaluation methods seem less prevalent in OECD education 

systems, and few examples exist within the Education Policy Outlook evaluations digest. 

Examples include:  

 In Spain, an evaluation of the Territorial Co-operation Programme for Reducing 

Early Dropout was carried out by the University of Valencia to examine the 

evolution of school abandonment and discern its main features, as well as to 

analyse the probability of abandonment. Econometric techniques were employed, 

with determinant variables included related to the programme, along with personal 

and family characteristics of young people and environmental factors, such as the 

labour market situation (IVIE, 2014[132]). 

 Also in Spain, the Programme for Reinforcement, Guidance and Support (PROA) 

is a school support programme directed at educational centres with students of 

lower socio-economic status, which includes additional tutoring, support, 

mentoring and programmes to change school culture and expectations. This 

programme underwent causal evaluation in 2014. The Universidad Pablo de 

Olavide (Seville) performed an exercise matching the individuals, centres and 

students of the treatment group with a control group similar in observable 

characteristics. Individual characteristics considered included gender, immigrant 

grade repetition, as well as parental education and occupation. Centre variables 

included whether the centre was public or private, and the percentage of students 

whose parents had tertiary education. Results were able to demonstrate that the 

effect of PROA is positive, with a particularly strong effect on reading. The 

evaluation also showed that the effects of the programme were cumulative and 

significant in both the short and long term (García-Pérez and Hidalgo, 2014[133]). 

Simulation 

In his Nobel lecture, James Heckman identified two conceptually distinct policy evaluation 

questions which are often confused: 1) “What is the effect of a programme in place on 

participants and nonparticipants compared to no programme at all or some alternative 

programme?”; and 2) “What is the likely effect of a new programme or an old programme 

applied to a new environment?” He considered the second question the more ambitious of 

the two (Heckman et al., 2001[134]). Simulation is a tool which can address this second 

question, and which is continuing to increase in popularity for decision support. Although 

quantitative in nature, simulation methods can often be used to gain insight into the current 

or possible contexts, processes and mechanisms underlying policies and their impacts, and 

therefore assist in theory building or revision.  
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Individual level simulation models are increasingly finding a place in the evaluation of 

public policies. The most well-established technique is microsimulation, a method which 

estimates reaction, behaviour and policy effects at the individual level using a realistic 

synthetic population, often based on real microdata from administrative sources (Spadaro, 

2007[135]). More recently, agent-based models, which also incorporate the ability for 

simulations of interactions between individual population members, are coming to the fore 

and are being recognised as a necessary tool to realistically model behaviour and changes 

in large complex social systems (Farmer and Foley, 2009[136]).  

4.5.2. Longitudinal evaluation 

The impacts of education policies are wide ranging and can take years, even generations, 

to become fully evident (Oreopoulos, Page and Stevens, 2006[138]). Longitudinal policy 

evaluation is one method which can help to distinguish between temporary and more lasting 

effects of policies on their targets as it involves evaluating policy effects on the same units 

over a longer period of time. This differs from methods where the intervention status and 

the outcomes are measured at one point in time, as in a cross-sectional study (Setia, 

2016[139]).  

Box 4.7. Simulation for the ex-ante evaluation of conditional cash transfer 

programmes 

International organisations have long required ex-ante evaluations to be carried out 

on educational programmes as a condition of the grant funding process to make the 

case for allocating funding based on specific evidence of likely efficacy. One area 

where ex-ante evaluation has been used extensively is conditional cash transfer 

programmes, such as PROSPERA in Mexico (previously known as PROGRESA, 

and then Oportunidades) or the Bolsa Escola programme in Brazil, where 

governments transfer cash to households where children are at risk of not being in 

education, conditional on their children enrolling in school. The evaluations of 

these programmes use simulation methods to estimate the likely impact on 

enrolment rates and poverty levels, and can be used to generate scenarios showing 

both the impact of the policy and the counterfactual (i.e. the likely evolution of 

poverty levels and enrolment rates in the absence of the cash transfer programme).  

It is important for the validation and calibration of ex-ante methodologies which 

rely on simulation models that the forecasted impacts are later compared with what 

actually transpired. For example, the World Bank, having conducted several ex-

ante evaluations of cash transfer programmes in Mexico, Brazil and Ecuador, 

subsequently tested the efficacy of various ex-ante evaluation methods for these 

programmes by comparing the results of summative evaluations with the initial 

estimates and simulations in various ex-ante evaluations. The results of the analysis 

demonstrated the types of models that are most likely to give accurate estimates of 

impacts for cash transfer programmes and be of most use to policy makers and 

programme designers.  

Source:  Leite, P., A. Narayan and E. Skoufias (2011[137]), How do Ex Ante Simulations Compare 

with Ex Post Evaluations? Evidence from the Impact of Conditional Cash Transfer Programs, The 

World Bank, http://dx.doi.org/10.1596/1813-9450-5705. 

http://dx.doi.org/10.1596/1813-9450-5705
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There are a number of approaches to carrying out longitudinal evaluation. One the one hand 

it can involve statistical or econometric analysis of panel data by employing some of the 

quasi-experimental methods discussed in section 4.4.1. This has the advantage of being 

relatively low cost, although the availability of relevant variables for the analysis may be 

limited. A specific survey related to the impacts of the policy on the targets can provide 

more tailored and valuable information, however, repeated follow-up fieldwork can be 

expensive and requires continued commitment, possibly across political cycles. Other 

acknowledged issues include dropout of participants and ensuring the consistency of 

measurements across time periods (Gerken, Bak and Reiterer, 2007[140]).  
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5.  For what? Using evaluations for learning 

…the intended purpose of evaluation is to make judgements about a specific programme or programmes at a 

particular point in time. Implicit in evaluation as decision-oriented inquiry is the presence of a user (or multiple 

users) for whom it is hoped the evaluation will have relevance.  

International handbook of education evaluation (Kellaghan and Stufflebeam, 2003[25]) 

5.1. Getting value from evaluation 

5.1.1. Learning from evidence 

A long running debate exists as to whether education policy should be evidence based given 

the imperfect and often conflicting evidence available to decision makers, or evidence 

informed, which leaves the extent to which evidence is used open to interpretation and 

perhaps even minimisation (OECD, 2007[38]). High level, generalised policy directions 

indicated by evidence from large-scale national or international research may have greater 

scientific rigour, but may not be directly applicable or suitable in all local contexts. 

Meanwhile, successful localised pilot innovations often fail when applied on a wider scale 

throughout the system. There is therefore a tension in education between evidence-based 

and practice-based paradigms when developing policy. Increasing evaluation activity could 

help to shed light on the sources of these deviations and therefore improve policy quality.  

The evaluation of education policy is concerned with both the generation and use of 

evidence. External evidence may be employed to validate the policy direction chosen 

before implementation or to assess the impact of the policy. The policy evaluation process 

itself also generates evidence through the analysis undertaken, which can be used to inform 

other reform processes. Limiting evaluation therefore also limits the field of evidence on 

which to base new policy initiatives. 

Evaluation is only effective, and its cost can only be justified, if it promotes learning, i.e., 

if the results are used to inform future policies or modify existing approaches. Transforming 

education systems into learning systems depends on organisations and actors having the 

capacity both to evaluate their own work effectively and to learn from other evaluations 

and evidence. This learning requires two essential precursors to the use of evidence from 

evaluations: 1) the ability for evaluators to effectively disseminate their research and 

diffuse key messages into the education system; and 2) the capacity for policy makers to 

harness the messages and use them in the decision-making process.  

Key messages from evaluations may not always be positive. This presents a risk to the 

institutionalisation of policy evaluation, due to “fear of failure” and the possibility of 

negative public commentary and political backlash (Bloch and Bugge, 2013[141]). 

Overcoming this risk will require a further cultural shift in public sectors towards more 

openness and away from risk aversion. Failure will need to be accepted as a possibility, 

handled appropriately, and treated as an opportunity for learning and systemic 

improvement (Wajzer et al., 2016[142]). 

Evidence from the Education Policy Outlook digest suggests that evaluators often aim to 

distil messages from their work to be converted into better policy. Many evaluation reports 

contain recommendations for future action which can inform the policy going forward and 

promote improvement. 
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Box 5.1. Case study: Recommendations from evaluators of a leadership training and 

development programme in Norway 

A leadership training and development programme was introduced in Norway in 2009 to provide 

training to school leaders, with priority for new leaders. The training focuses on five key areas: 

1) the pupils learning outcomes and learning environment; two management and administration; 

3) co-operation and organisational development; 4) development and change; and 5) the 

leadership role.  

A series of four evaluation reports were produced on the programme by the Nordic Institute for 

Studies in Innovation, Research and Education (NIFU) and NTNU Social Research, with the final 

one published in 2014. The reports each focused on a different topic to capture the complexity of 

national leadership education through method triangulation and the combining of qualitative and 

quantitative data. The evaluation of this programme showed the good educational quality of its 

content and its relevance to the position of head of school. The programme was rated highly by 

participants in terms of pedagogical and didactical quality. Even with the high perception of 

success, evaluators identified a number of principles as a foundation for future policy directions. 

Key recommendations included:  

 

 Future initiatives should continue to aim to integrate the national education 

programme in other school leadership programmes provided by higher education 

institutions in Norway.  

 Many participants report that the current programme is challenging to attend 

alongside their regular job. Initiatives that ease the burden on participants should 

be considered. 

 The participants report that the programme has led to a valuable and dynamic social 

network that stimulates individual and group learning afterwards. These “learning 

environments” should be supported and further developed as part of the 

programme. 

 The links between the local municipalities (the school owners) and individual 

schools should be further developed. Change and development in schools following 

increased leadership competence is dependent on collaboration with the local 

municipalities. 

 The national programme could benefit from being tied to other developmental 

projects organised by the Directorate of Education and Training. 

 

Source: Hybertsen, et al. (2015[143]), Led to change: The National Leadership Education for School Principals 

in lower and upper secondary schools in Norway; change in the schools, goal achievement and 

recommendations, NIFU Nordic Institute for Studies in Innovation, Research and Education, 

https://www.researchgate.net/profile/Ingunn_Hybertsen/publication/279893842_Led_to_change_The_Nation

al_Leadership_Education_for_School_Principals_in_lower_and_upper_secondary_schools_in_Norway_chan

ge_in_the_schools_goal_achievement_and_recommendations_Fin. 

5.1.2. Balancing evidence and innovation 

There are continuing ideological debates about the role that evidence should play in 

devising education policy; in moving towards evidence-based education policy there is a 

risk of practitioners becoming focused on only choosing policy options for which evidence 

is available, at the expense of professional judgement and experience (Biesta, 2010[144]). 
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However, improvements to education can also come from innovations in technology, 

pedagogy or learning environments for which no prior evidence of efficacy exists. The 

recognised impact of education and skills on positive economic and social outcomes, 

combined with the pace of change in wider society, creates an innovation imperative for 

education systems (OECD, 2015[57]).  

Innovation by its nature is the development of a novel approach to solve an existing 

problem (OECD, 2015[57]). The imperative for innovation can seem to be at odds with the 

requirement to ensure that policies are based on evidence, and therefore countries need to 

ensure that in an evidence-based culture there is still room for innovation to flourish. 

Innovative policies can be designed and improved by evaluations of policy experiments 

and the generation of evidence to support innovative practices.  

Many education funders have begun to develop mechanisms for balancing funding 

according to the level of evidence available, while still promoting innovation. For example, 

Results for America, a non-profit organisation which works with the US federal 

government to shift funding to a more evidence-based footing, developed a tiered funding 

mechanism which provides grants based on the evidence-level available for the innovation 

(Results For America, 2015[145]). In Norway, the dedicated Programme for Research and 

Innovation in the Educational Sector (FINNUT) awards funding for projects which compile 

knowledge and evidence on current systemic contexts and practices, as well as those that 

propose innovations in key identified priority areas of education. 

Brokering the knowledge from evaluations  

The principle that educational change should be grounded in evidence is becoming more 

prominent (Cooper, Levin and Campbell, 2009[146]). There has been a long standing 

perception that education research has made less progress and is not as coherent as a 

discipline when compared with other policy areas, such as health. Nevertheless, progress 

has been made in recent years in providing a more structured and institutional framework 

for educational evidence. For example, the Campbell Collaboration for evidence-based 

social policy, which prepares and disseminates systematic reviews on the effectiveness of 

various social policy interventions (modelled after the Cochrane Collaboration for health 

interventions), includes an Education Co-ordinating Group (Odom et al., 2005[147]). 

However, there are challenges with using evidence from evaluations effectively. These 

include a lack of capacity for communication and dissemination of key messages to wide 

audiences, poor evaluation design, and a lack of linkage between the evaluation outcomes 

and policy objectives (Patton, 2008[148]). There is a need to ensure that those responsible 

for policy development have the capacity to mine the volume of information available for 

meaning, and make judgements as to the quality of available evidence. Striking a balance 

between the over simplification of a message and providing too much technical detail 

which cannot be easily digested is a key requirement.  

National authorities have begun to respond to calls to distil and present evidence from 

educational research to policy makers in an easily accessible way by actively developing 

initiatives such as clearinghouses and other central repositories of education evidence 

(Table 5.1). 
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Table 5.1. Distilling evidence effectively: Knowledge brokerage organisations and initiatives 

Country Organisation Description 

United 
Kingdom 

 

Educational 
Endowment 
Foundation 

The Educational Endowment Foundation, part of the UK Government “What Works” initiative 
network of evidence centres, is a research charity focused on building and utilising evidence to 
improve equity in education. The foundation conducts its own research and extracts information 
to present as “toolkits”, which summarise in dashboard style evidence from various research 
studies, showing the comparative cost, evidence strength and measured impact on a visual scale 
for a large range of policy reform options and initiatives. The aim of the toolkits is to allow for 
policy makers and other users to get a quick overview of the strength of evidence supporting a 
particular course of action, and identify low cost high impact policy solutions. 

Denmark The Danish 
Clearinghouse 
for Educational 

Research 

Established in 2006, the Danish Clearinghouse for Educational Research was one of the first 
education research clearinghouses to be established. The clearinghouse does not itself conduct 
research studies, but analyses and attempts to identify meaningful lessons from educational 
research covering all levels of education from early childhood to higher education. It produces 
systematic research mappings (which aim to compile the relevant research for a particular policy 
area) and systematic research reviews (which compile, analyse and synthesise the relevant 
evidence to tackle a specific research question). The review process takes a systematic and 
structured approach to identifying, mapping and collating the body of research available to assist 
the policy maker when considering education policy issues. 

Norway The Norwegian 
Knowledge 
Centre for 
Education 

The Norwegian Knowledge Centre for Education was created in 2004 to gather and summarise 
the results of Norwegian and international evidence on education in a more accessible manner 
through the creation of an evidence database. The centre conducts systematic evidence reviews 
and analyses, as well as “state of the field” reviews which summarise major international 
developments in a given educational field since the beginning of the century. Through its web 
portal, the centre publishes summary “overviews” of its research, which also explicitly state who 
the research is primarily aimed at (policy makers, practitioners etc.). 

Switzerland The Swiss Co-
ordination Centre 

for Research in 
Education 

The Swiss Co-ordination Centre for Research in Education (SCCRE) is an institution under the 
auspices of the Swiss federal government and the Swiss Conference of Cantonal Ministers of 
Education (EDK). The centre promotes the exchange of information and research results between 
all stakeholders in the education system. A key ongoing function is to document and summarise 
education research projects and summarise and add the results and knowledge as an entry to a 
web-based database, which is available to the public. 

At the international level, recent initiatives specifically focusing on the challenges of 

diffusing education research results include:   

 Evidence in Education: a project by the OECD Centre for Educational Research 

and Innovation which addressed the question of effective brokering between policy 

makers and researchers (OECD, 2007[38]).  

 Evidence-Informed Policy and Practice in Education in Europe (EIPPEE): a project 

funded by the European Commission which explored the links between research 

and decision making in education policy across Europe, with a view to developing 

mechanisms for knowledge brokerage and acting as a capacity-building exercise 

for utilising research in education systems. Through a survey of countries on their 

activities and mechanisms for linking research, the project found that the majority 

of activities were linked to communicating the results of research, with a much 

smaller focus on the use of research by policy makers later on (Gough et al., 

2011[149]). 

 Evidence-to-policy: a series of notes issued monthly by the World Bank that 

highlight the results of evaluations of many social initiatives supported by the 

World Bank, including education reforms. The notes aim to disseminate non-

technical reviews of the growing number of robust evaluations of innovation 

(World Bank, 2016[150]). 
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5.2. What next? Reflection 

As mentioned earlier in this paper, education policy evaluations still remain far from being 

systematic practices across OECD countries. However, there is increasing data availability 

and new methodologies that may provide for an expansion of evaluation activity in the 

future. In 2007, the OECD Centre for Educational Research and Innovation reflected 

(OECD, 2007[38]): 

…in another dozen years we may be noting the same weaknesses in educational 

research and the same flaws in the communication between research and policy in 

education […] But some progress will also have been made, in all probability we 

can guess that rigorous research techniques will become more widely understood 

and applied, and practitioners and perhaps also policy makers will broaden their 

evidence base; and that the potential for brokering will have been explored in many 

more countries. 

This survey of the landscape, taking place at around the indicated dozen years later, 

suggests that at least some of these predictions have come to pass, which will continue to 

contribute towards a stronger evaluation infrastructure across all education systems.  

A key feature of the database of evaluations compiled for this review is the diversity of 

strategies employed for evaluation. In complex education systems with diverse contexts, 

the responses to change the system, and how they are evaluated, need to be similarly 

flexible and varied.  

Policy makers are increasingly aware that the relevance and applicability of policies 

between contexts is an important point to consider. Context is vital when reviewing the 

evidence of evaluations in order to decide whether or not a programme or reform is suitable 

for implementation in a different education system. While policy evaluations can show that 

a particular programme has been successful in improving outcomes in some contexts, the 

results are often not transferable when applied in a different context. Thus the question for 

policy makers when using evidence from policy evaluation to decide between policy 

options is not just “what works?” but “will it work here?” (Cartwright and Hardie, 

2012[151]).  

The vast majority of educational evaluations reviewed for this paper could not directly 

attribute changes in the target of the policy to the policy itself. It is difficult to disentangle 

the impacts of the policy from other policies which operate in parallel, or which would have 

occurred as a natural consequence of the contextual situation. Impacts of education policy 

on individuals compound on each other, they have a longitudinal and even an 

intergenerational horizon. Caution must therefore be taken in making causal links as this 

can contribute to a loss of insight or harmful misunderstandings about the policy 

implementation process.  

However, even where causal links may be hard to draw, carefully thought out evaluation 

strategies can still produce robust and actionable evidence. Quantitative performance 

targets on outputs and outcomes are important measures of success. But not all policy 

effects can be measured quantitatively. Particularly in the case of education, reflection on 

the non-economic and wider social or public value of the reform initiative may be relevant 

(Bozeman and Sarewitz, 2011[152]). Evaluations can also provide insight into how policies 

change practices and attitudes at lower levels of the system, and therefore provide 

opportunities to learn more generally how to develop and implement reforms for maximum 

impact.  
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Based on the analysis conducted for this paper, three principles for evaluation emerge that 

can be useful for policymakers:  

 Systems should “think evaluation”, do not just do: Evaluation needs to be 

envisaged as a mind-set that everyone in the system can share; it goes beyond a 

specific process or activity. Developing it as a broader underlying capacity across 

the system and supporting it can bring benefits with growing returns to education 

systems in the longer term. Evidence shows some opportunities to do this, which 

include: when defining an education innovation, when engaging stakeholders, 

when designing evaluation processes, and when using evidence.   

 Diverse contexts require a diverse portfolio: There is no one correct way to carry 

out policy evaluations in education systems.  To promote true learning, it is 

necessary to employ a diversity of approaches, suitable to the context and 

objectives of the evaluation.   Developing portfolios of evaluation instruments that 

are continuously updated through educational research could also be beneficial. 

Governments need to combine analysis of the policy context with a strategy and 

portfolio that ensure the most suitable methodological selection for evaluation is 

made for each reform process.  

 Do what you should, not what you can: Evaluation should  be driven by  principles 

and  issues, most relevant to the reform as well as theoretical analysis of the 

intended change process of the reform, rather than just the available methods. This 

theoretical step is often overlooked, but it can ensure that the right evaluation 

questions are posed and improve understanding as to why a reform has impacted 

in a certain way. In that sense, it can provide invaluable information for future 

policy decisions. 
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Annex 5.A. Analytical questions 

 

The following questions were employed to develop a comparative overview of the 

characteristics of reform evaluation policies in OECD countries, using the key lines of 

analysis presented in Section 3.   

 

Who?  

 

1) What is the position of the evaluator within the system?  

2) Do the evaluators have independence of choice to undertake an evaluation, and to 

publish evaluation reports?  

3) Do evaluators have access to the data and evidence they need?  

4) Do the evaluators adhere to a set of professional guidelines or standards?  

 

When?  

 

1) Are policies routinely evaluated? When are policies most likely to be evaluated? 

2) Is evaluation integrated into the policy development process?  

3) Does evaluation take place to assess “fitness” before implementation?  

4) Is there evidence of evaluative thinking throughout the cycle of a policy? 

5) How are ex-ante and summative evaluations linked?  

 

How?  

 

1) How is the method of evaluation design validated and quality assured?  

2) Which methods are used, and what is the basis for choosing these methods?  

3) Are evaluation methods chosen with context in mind?  

4) How are uncertainty and unreliability dealt with in evaluations?  

 

What?  

1) Are measures which can be evaluated defined at the beginning of the policy process? 

What is the basis for decision on measurements of impact? 

2) Are measures relevant and suitable to assess impact of the reform? Are measures tied 

to wider national and international policy objectives?  

3) How are evaluation questions composed?  
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For what? 

1) Are the objectives for utilisation of the evaluation clearly set out? Is there some 

foresight or perception in advance of how the evaluation will be used?  

2) How is the evaluation disseminated and shared with relevant stakeholders?  

3) How does the evaluation feed into future policy initiatives? 

4) How do policy makers use evaluation when devising reforms?  

5)  

6)  
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