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Foreword 
The digital environment has become an integral part of children’s everyday lives 
and interactions. The benefits can be tremendous, but there also risks. In 2011, 
the OECD adopted a Typology of Risks in an effort to broadly categorise those 
risks (OECD, 2011[1]). Since then the digital environment has changed significantly. 
Risks that previously existed have evolved in nature, and new ones have emerged.  

This report examines these trends and presents an updated Typology of Risks, 
which provides a high-level overview of the risk landscape. It outlines four risk 
categories and their manifestations. The Typology also identifies and analyses 
risks that cut across these four risk categories, and as a result can have wide-
ranging impacts on children’s lives. The report informs the OECD’s broader work 
on children in the digital environment. 

The report was drafted by Andras Molnar under the supervision of Elettra Ronchi, 
of the OECD Secretariat. Lisa Robinson (OECD Secretariat) provided support 
throughout the drafting and editing process. The report was prepared under the 
aegis of the OECD Committee for Digital Economy Policy (CDEP), with input from 
delegates of the Working Party on Data Governance and Privacy in the Digital 
Economy (former Working Party on Security and Privacy in the Digital Economy). 
It was approved and declassified by CDEP on 30 November 2020. Delegates 
contributed significantly with their comments and amendments. The report greatly 
benefitted from consultations with the informal group of experts held in September, 
October and December 2019. The Secretariat of the Committee on Consumer 
Policy (Brigitte Acoca, Thyme Burdon, Reiko Odoko) also provided valuable 
feedback. The author would like to particularly acknowledge the contributions of 
Urs Gasser and Sandra Cortesi (Berkman Klein Center for Internet and Society at 
Harvard University), Baroness Beeban Kidron and Victoria Jaynes (5Rights 
Foundation), and Sonia Livingstone (London School of Economics and Political 
Science). 

Note to Delegations: 

This document is also available on O.N.E under the reference code:  

DSTI/CDEP/DGP(2020)3/FINAL 

This document, as well as any data and any map included herein, are without 
prejudice to the status of or sovereignty over any territory, to the delimitation of 
international frontiers and boundaries and to the name of any territory, city or area. 

@ OECD 2021 

The use of this work, whether digital or print, is governed by the Terms and 
Conditions to be found at http://www.oecd.org/termsandconditions.   
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Children in the Digital Environment: 
Revised Typology of Risks  

Executive Summary 

The digital environment has become a part of children’s everyday lives and 
interactions. It holds tremendous benefits for children, but there are also risks. 
Since the adoption of the OECD’s 2011 Typology of Risks, the nature of existing 
risks have significantly changed, and a number of new risks have emerged. 
Technological developments and new business models have contributed to the 
change in digital devices and services, which in themselves have also contributed 
to the evolving risk landscape.  

The revised Typology of Risks presented in this document provides a high-level 
and overarching overview of the different types of risks that children may face in 
the digital environment. It discusses four risk categories, namely: i) Content Risks; 
ii) Conduct Risks; iii) Contact Risks; and iv) Consumer Risks. The Typology also 
identifies risks that cut across these four risk categories and can have wide ranging 
impacts on children’s lives. These are: i) privacy risks; ii) advanced technology 
risks; and iii) health and wellbeing risks. Whilst the revised Typology recognizes 
that some of the broad categories identified in 2011 (such as content and contact 
risks) are still relevant today, it highlights that the substantive acts underlying these 
risks have changed and evolved over time.  

In particular, previously existing risks, such as cyberbullying or exposure to 
harmful content have changed in nature and still persist. Different types of 
exploitation may also pose risks for children in the digital environment (e.g. 
sextortion). A number of new concerns have also emerged, for example the spread 
of mis or disinformation (‘fake news’) or children acting in peer-to-peer exchanges 
where their own conduct can make them vulnerable (conduct risks).  

Children today may face new types of misleading or fraudulent commercial 
practices. In addition, children may be exposed to potentially harmful marketing 
strategies blurring the line of what is commercial content and what is not. Children 
may also be targeted with advertising based on the personal data that is collected 
from them, which raises privacy as well as financial and security concerns. 
Furthermore, there are still instances of children being exposed to illegal and age-
inappropriate products. 

With the abundance of personal information collected, processed and shared 
through advanced technologies such as artificial intelligence and predictive 
analytics, children’s data may also be used for the purpose of profiling, potentially 
affecting their fundamental legal rights and freedoms. The age and maturity of the 
child may affect their ability to understand the motivation behind this type of data 
collection and uses or the longer term privacy consequences. Widespread 
concerns are also emerging about the health and wellbeing effects of the digital 
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environment on children. Stronger evidence-base and good quality and 
comprehensive studies are however needed to further verify and address these 
concerns. 

 

Background 

The 2012 OECD Recommendation on the Protection of Children Online (‘the 2012 
Recommendation’) [OECD/LEGAL/0389] aimed at assisting governments in 
setting policies to protect children from the risks they may face as Internet users 
without reducing their opportunities and benefits. The 2012 Recommendation was 
based on findings from an analysis of risks faced by children on the Internet and 
the “protection of children online” was defined as encompassing “content risks, 
contact risks, risks related to children as consumers as well as information security 
and privacy risks faced by children on the Internet” (OECD, 2011[1]). 

The digital environment is now one of the spaces where children live their daily 
lives. It holds tremendous new opportunities for children, at the same time there 
are downsides and new risks. Because a significantly different risk landscape 
exists than that which initially gave rise to the 2012 Recommendation, this revised 
Typology of Risks examines emerging risks and how the nature of existing risks 
has changed.  

Much of this evolution is due to children’s increasing use of mobile and smart 
devices, rather than laptops or desktop computers (OECD, 2017[2]) (OECD, 
2019[3]) (OECD, 2020[4])). In addition to the changing types of devices, the evolving 
risk landscape results from the changing nature of the use of these digital 
technologies. Compared with 2012, more and more children engage in the digital 
environment as part of their everyday lives and interactions. Internet connected 
digital devices are no longer simply tools (i.e. for research), but can enable 
children’s education, help them acquire knowledge and information, and are an 
essential part of a child’s communication, recreation, and social connection. The 
COVID-19 pandemic has accelerated these trends as school closures and social 
distancing measures have increased children’s reliance on digital technologies for 
education and socialisation (OECD, 2020[5]).  

Technological advances, which in themselves have contributed to the change in 
digital devices and services, have also contributed more broadly to this changing 
risk landscape. Online commercial practices have also changed since 2011. 
Today, children use a wide range of commercial online platforms, which have 
gained an increasingly prominent presence in children’s lives. Many have specific 
features that make them particularly appealing to children and, yet, potentially 
harmful. Technological advances have also brought about significant changes in 
how personal information is collected, stored, shared and used. With the 
abundance of personal information processed and shared, children are exposed 
to increased and complex privacy risks.  

At the same time, there have been changes to the capacity of parents, caregivers 
and guardians to supervise the activities of their children on mobile and smart 
devices, due to both the constantly connected nature of these devices and the 
activities undertaken on them (OECD, 2019[6]). For instance, in the absence of 

https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0389
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payment authentication and parental control tools children may be able to make 
purchases without the knowledge or consent of their parents, caregivers and 
guardians (OECD, 2019[6]) (OECD, 2014[7]). Likewise, parents, caregivers and 
guardians may simply lack the skills necessary to be able to effectively understand 
and mitigate against the risks inherent in the digital environment, and often have 
less sophisticated digital literacy skills than those of their children (OECD, 2020[4]).    

In light of these developments, it was recognised that the typology of risks 
developed by the OECD in 2011 (OECD, 2011[1]) no longer captures the current 
spectrum of risks. Whilst some of the broad categories identified in 2011 (such as 
contact and content risks) are still relevant today, the substantive acts underlying 
these risks have changed and evolved over time. Previously existing risks, such 
as exposure to harmful content or cyberbullying have changed in nature and still 
persist. Different types of exploitation may also pose risks for children in the digital 
environment (e.g. sextortion). A number of issues that did not exist (or were barely 
visible) in 2011 are emerging as new concerns, for example the spread of mis or 
disinformation (‘fake news’), or children acting in peer-to-peer exchanges where 
their own conduct can make them vulnerable (conduct risks) (Hasebrink et al., 
2018[8]). Advanced technologies (e.g. Artificial Intelligence, Internet of Things, 
predictive analytics, biometrics), are a further example of emerging digital 
technologies, which may also have some risk components, such as profiling, that 
may negatively affect children. At the same time, there are widespread concerns 
about the possible negative effects of the digital environment on children’s health 
and wellbeing, even though there is a lack of robust research to support these 
concerns (OECD, 2020[5]). Taking all of this into account, it is crucial that children’s 
comprehension of the digital environment, their digital skills, and capacity to 
provide full and informed consent are taken into account in designing services, 
policies and regulations (OECD, 2020[9]).  

Four risk categories are described in the revised Typology of Risks (‘the Typology’ 
– see below Figure 1.) and presented in this document. Namely: i) Content Risks; 
ii) Conduct Risks; iii) Contact Risks; and iv) Consumer Risks. The Typology also 
identifies risks that cut across these four risk categories and can have wide ranging 
impacts on children’s lives. These are: i) privacy risks; ii) advanced technology 
risks; and iii) health and wellbeing risks. 
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Figure 1. Typology of Risks 

 
*Note: The Typology acknowledges risks that cut across all risk categories (“Cross-cutting risks”). 
These risks are considered highly problematic as they may significantly affect children’s lives in 
multiple ways. 
Source: OECD and Berkman Klein Center for Internet and Society at Harvard University. 

The Typology seeks to provide a high-level and overarching overview of the 
different types of risk category. Specific manifestations or examples of these risks 
are highlighted in this explanatory note. It is anticipated that these risk 
manifestations will be expanded on in more detail in a Companion Document to 
the OECD draft Recommendation on Children in the Digital Environment.  

Additionally, as the focus of this document is the Typology of Risks, the multitude 
of opportunities brought about by the digital environment are not discussed. It is, 
however, anticipated that they will be addressed in the Companion Document.  

Content Risks 

In 2011, the OECD defined content risks to include circumstances where, “the child 
passively receives or is exposed to content available to all Internet users in a one-
to-many relationship” (OECD, 2011[1]).  At that time, the OECD identified three 
main subcategories of content risk: i) illegal content; ii) age-inappropriate or 
harmful content; and iii) harmful advice (OECD, 2011[1]). Whilst these three 
subcategories persist today, advances in technology have altered both the 
potential volume of this material, and the methods by which children may become 
exposed to it. Additionally, with the advances in technology new issues have arisen 
(e.g. fake news that uses technology to convincingly mirror legitimate news 
sources) that changed somewhat the nature of this risk. Accordingly, the Typology 
recognises four risk manifestations under content risks: i) hateful content; ii) 
harmful content; iii) illegal content; and iv) disinformation. Each of these are 
discussed briefly below.   

Hateful content can take the form of pictures, words, videos, games, symbols and 
even songs (Livingstone, 2019[10]). It can be motivated, for instance, by the victim’s 
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religion, race, gender, disability, sexual orientation or gender identity. This activity 
is increasingly conducted in the digital environment where this content can spread 
exponentially and often uncontrollably. The digital environment has more generally 
enabled people to insult, offend or abuse outside of the specific hate crime context 
(UK Government, 2017[11]), exacerbated by the anonymity and physical distance 
from the victim. It is especially important to recognise hateful content as a risk 
manifestation, because the number of children affected by exposure to hate 
content in the digital environment is rising. For instance, while in 2010, only 12% 
of 11-16 years old children in the United Kingdom reported that they had been 
exposed to hateful content online, by 2019 half of 12-15 years old declared seeing 
such content (Ofcom, 2020[12]). 

Children can also be troubled by a wide variety of harmful content, such as online 
scams, pornographic pop-up advertisements, unpleasant or scary news or pictures 
(Byrne and Burton, 2017[13]). Violent and pornographic content can cause children 
shock and disgust. A study from 2020 revealed that in the European Union the 
most reported harmful content that children were exposed to (at least monthly) 
were hate messages1 (average of 17%) followed by violent images (average of 
13%) (Smahel et al., 2020[14]) (Council of Europe, 2018[15]) This report also found 
that exposure to different kinds of harmful content is interrelated. For instance, if a 
child sees one type of harmful content, it is more likely that the same child will also 
report seeing other types of harmful content (Smahel et al., 2020[14]). 

Content that is illegal to publish (i.e. illegal content) can expose children to 
concepts that they are unable to manage and can also breach cultural and social 
norms. For example, images or videos of child sexual abuse, content that 
advocates terrorist acts, or promotes, instructs or incites crime or violence is 
considered illegal in many countries. However, the legislative response to these 
concerns varies across different jurisdictions (OECD, 2011[1]). For instance, in 
some OECD countries hate speech or racist online content may be illegal, whereas 
other countries might have a different response to tackling such issues. 

There is also an increasing recognition that children need to be educated about 
disinformation so that they are able to distinguish between what is fact and what 
is false or a misrepresentation in the digital environment. This is an especially key 
skill given that children can have different interpretations of what makes a news 
outlet credible and they mostly obtain news and information from social media 
platforms, which can be unreliable (Babur, 2017[16]). Accordingly, children need 
strong digital literacy skills to be able to critically analyse the content that they are 
consuming, and to detect disinformation (Cortesi et al., 2020[17]) (UK Government, 
2017[11]).   

At the same time, it is important to ensure that a focus on ensuring strong digital 
literacy does not result in the responsibility to mitigate against this risk being placed 
squarely on the shoulders of children. Those who create and host content also 
play a vital role in tackling such disinformation. This has been most evident during 
the COVID-19 pandemic, where certain platforms and social media companies 
have reinforced their efforts to remove misleading, false and potentially harmful 
information related to COVID-19 (OECD, 2020[18]). In particular, Facebook, Twitter, 
YouTube, Google, LinkedIn, Microsoft, Reddit and Twitter have published a joint 
statement on their collaboration with government health agencies to prevent 
disinformation related to COVID-19 (OECD, 2020[18]). However, in spite of these 
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efforts, obtaining digital literacy skills to detect disinformation can still be 
particularly challenging for children. For instance, a Parliamentary report found that 
only two percent of children and young people in the United Kingdom have the 
digital literacy skills necessary to assess whether a news story is real or fake 
(National Literacy Trust, 2018[19]). 

Conduct Risks 

Whilst in its previous typology, the OECD specifically excluded activities in the 
digital environment whereby children were creating risks for other children (OECD, 
2011[1]), it has become increasingly clear that this is a significant and growing 
concern for children. A ‘conduct risk’ is now recognised by the United Kingdom’s 
Safer Internet Centre, who refers to this specific category of risk (United Kingdom 
Safer Internet Centre, n.d.[20]). During the October 2018 OECD Workshop in Zurich 
on the ‘Protection of Children in a Connected World’ the issue of a conduct risk 
was also recognised as a distinct category of risk (OECD, 2019[3]) (Hasebrink 
et al., 2018[8]). 

Accordingly, the concept of a ‘conduct risk’ is included in the Typology. This is a 
risk where children are actors in a peer-to-peer exchange, including when their 
own conduct can make them vulnerable (for instance in the case of sexting, or 
cyberbullying) (O’Neill, Livingstone and McLaughlin, 2011[21]). This concern is 
distinguishable from a contact risk where a child is a victim of an interactive 
situation. 

Under conduct risks, the following risk manifestations are recognised in the 
Typology: i) hateful behaviour; ii) harmful behaviour; iii) illegal behaviour; and iv) 
user-generated problematic behaviour. As highlighted in the OECD review of legal 
and policy practices, it is undoubtable that such risks manifestations not only pose 
a risk towards those children who are on the receiving end of such behaviour in 
the digital environment, but also to those whose behaviour created the risk (OECD, 
2020[4]). Concretely, a conduct risk occurs where a child behaves in a way that 
contributes to risky digital content or contact (UNICEF, 2017[22]).  

Hateful behaviour can, for instance, be motivated by the victim’s religion, race, 
gender, disability, sexual orientation, gender identity (Hasse et al., 2019[23]), or 
even seemingly benign personal characteristics such as accent, language skills, 
personal appearance, hobbies, taste in music, fashion sense, etc. Its primary aim 
is to offend, abuse or insult the victim. In the case of harmful behavior a child (or 
children) can use the digital environment to aggress another child, in many cases 
repeatedly, leading to cyberbullying.  

A lack of agreement across policy actors and research as to what actually 
constitutes cyberbullying has resulted in countries addressing this concern in 
different ways – in many cases by criminal justice responses. However, where 
children are the perpetrators, a criminal justice response can be highly 
controversial and disproportionate as it can lead to the criminalisation of children 
unaware of the impact of their actions.  

Sexting, the exchange of sexual messages, on the other hand, provides an 
example of user-generated problematic behaviour. It can cause a multitude of 
problems (both social and legal) for the creator(s) of the content. Whilst, intuitively 
it may seem that sexting would emerge as a risk only if an image is shared without 
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the subject’s consent, when minors engage in sexting (even in those cases when 
their ‘sext’ is shared consensually), they may be self-producing child pornography 
material that can quickly spread and remain in the digital environment 
permanently. Sexting not only has implications on a child’s privacy, health and 
wellbeing, but there is also a significant risk that a child could be criminalised as a 
result of ‘self-producing’ child pornographic material.  

Contact Risks 

Contact risks occur when children interact in the digital environment. Risk 
manifestations in this category are further distinguished according to whether: i) 
children are exposed to hateful encounters in the digital environment; ii) the 
encounter takes place with the intention to harm the child; iii) the encounter is 
prosecutable under criminal law; and iv) the encounter is problematic but cannot 
be placed under the three previous risk manifestations.   

Just like with previously identified risks manifestations, the motivations for such 
behaviours can overlap, and it may be that the very actions which, for example, 
gave rise to a conduct risk, can also give rise to a contact risk. The difference here 
is that the child is the victim (or recipient of) such actions, as opposed to the actor. 
For example, a victim of cyberbullying, or a victim of a shared sext can lead to 
negative consequences for the victim’s personal development, safety and 
wellbeing and can even culminate in suicide (OECD, 2020[4]). 

Under this risk category, other manifestations are also relevant. For example, 
sextortion refers to a type of exploitation, whereby the perpetrator threatens to 
expose or share a sexual image to blackmail the victim into doing something (this 
can range from sharing more images to paying money or engaging in sexual 
activity) (OECD, 2020[4]).  

Additionally, sex trafficking and cyber grooming are clear contact risks. Whilst the 
2012 Recommendation did not seek to cover such offences, these issues have 
been identified as a growing concern across OECD countries and are also acute 
concerns in the developing world. The OECD provided a detailed analysis of these 
concerns in its review of legal and policy practices (OECD, 2020[4]). 

Consumer Risks 

Children can also face risks as consumers in the digital economy. As with other 
categories, this risk category includes new and emerging types of risks that were 
not part of the previous typology.  

In 2011, the OECD identified that children may “face consumer risks online when 
i) they receive online marketing messages that are inappropriate for children 
(e.g. for age-restricted products such as alcohol); ii) they are exposed to 
commercial messages that are not readily identified as such (e.g. product 
placements) or that are intended only for adults (e.g. dating services); or iii) their 
credulity and inexperience are exploited, possibly creating an economic risk 
(e.g. online frauds)” (OECD, 2011[1]).  

This statement remains true today; however, a host of emerging commercial 
practices may pose additional risks to children (Cortesi et al., 2020[24]). The digital 
environment is a highly commercialised world that is characterised by 
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hyperconnectivity and datafication (as will be further examined under ‘Cross-
cutting Risks’). Since children depending on their age, maturity and circumstances 
may be more susceptible to misleading or fraudulent market practices, they are 
likely to be targeted in the digital environment based on the personal data that is 
collected from them  (OECD, 2019[25]). Indeed, children are an important audience 
for marketers as they may influence family spending, directly engage in 
transactions, and are future consumers (Van Der Hof, 2017[26]).  

The typology identifies four risk manifestations under consumer risks for children, 
namely: i) marketing risks; ii) commercial profiling risks; iii) financial risks; and iv) 
security risks. These risk manifestations can for instance affect children’s privacy, 
may amount to commercial pressure, and can expose children to inappropriate 
messages or products (Livingstone, Carr and Byrne, 2016[27]).  

Marketing risks include techniques that can expose children to illegal and age-
inappropriate products and potentially harmful marketing strategies such as native 
advertising, non-transparent “influencer” marketing, prize-winning activities and 
“advergames” (i.e. advertisements featuring gaming content) that may make it 
more difficult for children to distinguish between commercial and non-commercial 
content (ICPEN, 2020[28]) (as discussed in Box 1. below).  

Box 1. Examples of common marketing strategies that may affect children  

• Native or in-stream advertising - advertising that aims to mimic the tone 
and format of the online platform on which it appears (Amazeen, 2019[29]) 
(OECD, 2019[29]). In particular, children may not notice that the content they 
are viewing is an ad and as a result may be more easily persuaded by the 
message (ICPEN, 2020[28]). 

• Influencer marketing – advertising that is integrated into user-generated 
content generally on social media platforms. Influencers can be beauty 
bloggers, gamers, travel experts, and fitness gurus among others and have 
a large social media following. Influencers may have an impact on 
consumer trends and can partner with companies to promote their services 
and products to their “followers” (i.e. social media audiences) (OECD, 
2019[29]). Influencers may be viewed by children as role models and can 
increase the persuasiveness of the message, magnifying the potential for 
harm (ICPEN, 2020[28]). 

• Prize-winning activities – children may be incentivised to buy a product or 
use a service through the use of prizes or competitions  as well as “like and 
share” activities, which makes children part of a business’s marketing 
strategy and obscures the commercial nature of posts for other children 
who receive the posts from a friend and not a business. (OECD, 2019[29]) 
(ICPEN, 2020[28]). 

• Advergames – video games that feature advertisements and commercial 
messages (OECD, 2019[29]). 
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Children may not have the capacity to fully understand the information presented 
in commercial transactions such as disclosures about negative options marketing 
or subscription traps in apps and online games (OECD, 2019[6]) (see below in Box 
2.). They may not, for example, fully understand disclosures about in-game 
“microtransactions” (in-game purchase usually for a small fee) or “loot boxes” 
(“video game microtransactions in which the consumer purchases a reward 
containing one or more virtual items of differing value or rarity assigned at random”) 
(FTC, 2020[30]). Children may also not understand the relationship between real 
currency and game currency and calculate the “exchange rate” for every 
transaction (FTC, 2020[30]).  

Box 2. Problematic marketing practices 

• Negative options or subscription trap – services or products advertised for 
“free”, which enrol consumers in a subscription that after a trial period 
automatically generate charges (OECD, 2019[25]). 

 

 

Commercial profiling risks may arise when advertisers use data created through 
children’s use of social media and other digital platforms without informed consent 
and/or in violation of consumer or data protection laws (UNICEF, 2017[22]). To this 
end, many children do not have sufficient digital literacy skills to understand the 
disclosures they encounter in the digital environment, especially in respect to the 
use of their personal data (as discussed under ‘Privacy Risks’) (OECD, 2019[6]). In 
relation to commercial profiling, in the European Union, the GDPR states (under 
Recital 71) that “such measure should not concern a child” - a clear indication that 
such processing of children’s personal data should not be the norm (ICO, 2018[32]) 
(ICPEN, 2020[28]). However, currently there is no commonly accepted global 
approach to regulate the practice of commercial profiling of children (ICPEN, 
2020[28]).  

It is worth  noting that apart from its commercial aspects, profiling can also be used 
for other wide ranging  purposes. It can be used to suggest content to children, to 
encourage them towards particular behaviours, and to determine where, when and 
how often that content should be served (ICO, 2020[33]). However, content feeds 
that gradually take children away from their original area of interest into content 
that is not suitable for them raise much more significant concerns (ICO, 2020[33]). 
Such content feeds can encompass not just commercial content, but also possibly 
harmful content generated by other internet users or provided by downloads and 
other websites (ICO, 2020[33]). 

Risks to children’s finances or those of their parents, caregivers or guardians may 
occur when the marketing practices discussed above influence children to 
unknowingly order products through digital assistants, sign up for services that 
require recurring payments, or spend large amounts of money on products or 
services without the knowledge or consent of their parents, caregivers or 
guardians.  
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Consumer risks also encompass a number of security risks that children may face 
in the digital environment: for instance, free games, ring tones, or other downloads 
that contain malware, social networking apps that give the app’s developers 
impermissible access to personal information, and “phishing” text, email, or pop-
up messages that may facilitate identity theft.  

While in the physical world, practices and regulations are in place to protect 
children from consumer risks, including age-inappropriate advertising and false, 
misleading or deceptive conduct, in a number of cases these practices and 
regulations are still to be satisfactorily developed for the digital environment 
(Livingstone, Carr and Byrne, 2016[27]). In response to an OECD survey, with some 
exceptions, only a few countries reported that their laws specifically addressed 
consumer risks to children (OECD, 2020[4]). There have, nonetheless, been a 
number of enforcement initiatives that have addressed unauthorized purchases in 
online games in OECD countries as well as self-regulatory developments that 
provide parents with parental controls and information to prevent and mitigate such 
risks, e.g., spending limits on digital games (OECD, 2018[34]).   

Cross-cutting risks 

The Typology also acknowledges risks that cut across all risk categories and are 
considered highly problematic as they may significantly affect children’s lives in 
multiple ways. These are: i) privacy risks; ii) advanced technology risks; and iii) 
health and wellbeing risks.  

Privacy risks 
The privacy space has significantly evolved since the adoption of the 2011 
typology of risks. Today, children’s personal information and their data is not 
simply the information that they knowingly share, but involves information that can 
be gained from their activities in the digital environment or even from disclosures 
that parents and friends may make (and these actions can follow children into their 
adulthood – see below in Box 3.).   

Box 3. Concerns around sharenting 

The term ‘sharenting’ refers to when parents share information about themselves 
and their children in the digital environment (Blum-Ross and Livingstone, 2017[35]). 
Sharenting is a widely popular practice among parents, as they may get a lot of 
gratification for posting stories, images and videos about their children online 
(Kamenetz, 2019[36]). A study conducted in the United Kingdom found that, on 
average, nearly 1500 photos of a child will have been posted in the digital 
environment before they reached the age of five (Nominet, 2016[37]). Another study 
found that among parents of children aged up to four, three-quarters reported that 
they know of another parent, who they consider to be sharing too much information 
about their child on social media (Mott Poll Report, 2015[38]) 

The practice of sharenting may lead to a number of serious concerns for children. 
Notably, it can infringe on a child’s privacy. According to recent academic research, 
whilst parents are supposed to protect children’s personal data and privacy, 
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narrating children’s lives through sharenting may undermine this protective role 
(Steinberg, 2017[39]). This desire to share moments of their child’s upbringing, 
conflicting with a parent’s protective role, can create problems outside of just 
privacy concerns. For instance, some children’s advocates have argued that as 
children grow they might disagree with the disclosures made by their parents years 
earlier (Steinberg, 2017[39]). To this end, a French law allows adult children to sue 
their parents for privacy infringements that they had to experience when they were 
younger (Staufenberg, 2016[40]) (Blum-Ross and Livingstone, 2017[35]), concerning 
both children’s privacy and impacting their interpersonal relationships.  

Additionally, sharenting may also expose children to other risks, including contact 
risks such as online grooming and paedophiles (Blum-Ross and Livingstone, 
2017[35]) and consumer financial and security risks such as child identity theft. In 
the United States, a new law, in effect since 2018, allows parents and child welfare 
representatives of people under 16, as well as legal guardians, to request a 
security freeze, also called a credit freeze, to help protect a young person from 
identity theft and fraud (FTC, 2019[41]).  

In relation to privacy concerns, the GDPR introduced an array of protective 
measures supporting the rights of the child to safety and privacy, including special 
protection with regard to children’s personal data and the right to be forgotten. 
However, despite these safeguards the GDPR does not specifically address the 
right to privacy of those children who are the subjects of sharenting (Donovan, 
2020[42]). Furthermore, the GDPR also does not acknowledge that parents may not 
always act in their children’s best interest or may not be sufficiently technologically 
savvy to safeguard their children’s privacy (Donovan, 2020[42]).  

 

To examine how children of different ages understand data typologies in terms of 
their privacy, it is important to distinguish between three types of data: 

• ‘Data given’ – the data provided by individuals (about themselves or about 
others), usually knowingly though not necessarily intentionally while they 
are online; 

• ‘Data traces’ – the data left by participation online (usually without the 
knowledge of the user) and captured via data-tracking technologies such 
as web, beacons or device browser fingerprinting, cookies, location data 
and other metadata; and 

• ‘Inferred data’ – the data derived from analysing data traces and data given, 
frequently by algorithms (also referred to as ‘profiling’). This can also be 
combined with other data sources (Livingstone, Stoilova and Nandagiri, 
2018[43]). 

The Typology recognises that data can be placed under interpersonal, institutional 
and commercial privacy risks. Primarily, children are aware of data given in an 
interpersonal context (e.g. either they provide data themselves or they may be 
aware that their friends or family do too). In such cases, children most likely 
consciously decide whether and with whom they are choosing to share data with 
(Hof, 2017[44]). Research reveals that children are aware that they possibly 
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contributed data about themselves or about others as a result of their activities in 
the digital environment. The extent to which they will comprehend the 
consequences for their privacy will depend on the child’s age, maturity and 
circumstances.  

Institutional privacy mainly depends on data given. Here, risks can originate from 
necessary or routine data collection, for example by hospitals or schools. 
Concerns in this area are also increasingly linked to inferred data, in the form of 
health or learning analytics (Livingstone, Stoilova and Nandagiri, 2018[43]). 
Furthermore, the COVID-19 pandemic has also highlighted increased privacy risks 
for children in educational settings (see below in Box 4.).  

Commercial privacy depends on all three types of data and it is also becoming a 
more visible concern. Children – at least older children - are increasingly aware of 
the commercial uses of ‘data traces’ but their understanding of ‘inferred data’ and 
its value to businesses relies on their comprehension of business models 
operating in institutional and commercial contexts (Livingstone, Stoilova and 
Nandagiri, 2018[43]). These are issues that children are rarely educated about, and 
parents and caregivers may also lack knowledge about how data is collected and 
used (OECD, 2020[45]). In addition, many children, especially younger ones, do not 
have sufficient literacy and/or comprehension skills to understand many of the 
disclosures they encounter in the digital environment, especially in respect of 
privacy and the use of personal data (Livingstone, Stoilova and Nandagiri, 
2019[46]). The dynamic and complex nature of the information and communication 
ecosystem (i.e. rapid emergence of new products and services, multitude of actors 
involved in data lifecycle) may also act as a barrier to awareness of privacy risks.  
Increased data collection by companies to determine a user’s age and verify their 
identities may also lead to privacy risks. The privacy and data security risks of 
connected smart toys and apps that are being designed and targeted towards 
children as well as child-directed video sites create more opportunities for the 
collection and use of children’s data. In many cases, this happens in a manner 
contrary to measures designed to protect the privacy of children (Norwegian 
Consumer Council, 2017[47]; Irwin Reyes et al., 2018[48]) (McReynolds et al., 
2017[49]). Some authorities in OECD countries have taken enforcement action 
when such measures have been breached (FTC, 2018[50]) (Hessel and Rebmann, 
2020[51]).   
 

Box 4. The effects of COVID-19 on the privacy of children 

There has been an abundance of personal data processed and shared as a result 
of the COVID-19 pandemic, notably in educational settings. This situation has the 
capacity to lead to increased privacy risks for children (OECD, 2020[5]).  

In the absence of clear regulation and protections, the mass recourse to E-learning 
platforms (often privately run platforms) may undermine children’s privacy due to 
the collection, use, reuse and disclosure of personal data (Han, 2020[52]). Online 
platforms that contain video conferencing services and are used more frequently 
for educational purposes may also conduct inappropriate personal data collection 
and can lead to privacy violations (OECD, 2020[5]). Whilst it is often the case that 
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these platforms are presented to children, parents, carers, and teachers as 
‘transformational’, the merging of public education with for-profit platforms and 
business models raises serious concerns for the protection of children’s privacy 
(Livingstone, Stoilova and Nandagiri, 2019[46]). At the same time,  the COVID-19 
crisis may mean that not only do lessons occur through dedicated E-learning 
platforms, but that student-teacher interactions might be conducted on social 
networking platforms and apps that may not have sufficient personal data 
protection and privacy safeguards (World Childhood Foundation et al., 2020[53]).  

Furthermore, many governments have taken extraordinary measures to contain 
the spread of the COVID-19 pandemic, by using digital technologies and advanced 
analytics to collect, process and share personal data for front-line responses 
(OECD, 2020[54]). Whilst these exceptional measures may prove effective in 
containing the virus, some of these responses may pose a risk to the protection of 
children’s personal data and privacy. Such violations for instance can include the 
public sharing of an infected child’s personal information, or information sufficient 
to lead to their personal identification (United Nations, 2020[55]).  

Advanced Technology Risks 
Whilst advanced technology (e.g. Artificial Intelligence, Internet of Things, 
predictive analytics, biometrics) has a number of benefits, it can also carry new 
risks. As an illustration automated systems (European Parliament, 2019[56]) (Rieke, 
Bogen and Robinson, 2018[57]) can significantly impact and shape children’s lives, 
including their education; health and well-being; privacy and safety; freedom of 
expression among others. Advanced technology risks can create inequalities; 
exclusion; discrimination; bias and manipulation among others (Hasse et al., 
2019[58]).  

For instance, the use of AI-based technologies (and their reliance on big data) may 
pose risks to children’s safety, security, and privacy (Hasse et al., 2019[58]). In 
relation to privacy, significant concerns exist regarding how ed-tech applications 
collect and store children’s personal data (Hasse et al., 2019[58]). Companies that 
use AI-based technologies can also undermine children’s privacy if they are not 
ethical and clear about how they collect, use and store children’s personal data 
(Hasse et al., 2019[58]). Big data collected by AI technologies could also lead to 
data breaches and may culminate in the illegal use of children’s personal data. 
Among other concerns, AI-based technologies may also negatively affect children 
with disabilities and their rights to education and protection from abuse (UNICEF 
and Human Rights Center, 2019[59]). Recent research shows that algorithms may 
amplify and replicate existing biases such as social attitudes which may portray 
disabilities as negative (Whittaker et al., 2019[60]) (Hutchinson et al., 2019[61]). 

Furthermore, in education AI can be considered trustworthy not just when the 
system successfully implements what it is supposed to do, but also when one can 
trust humans will use it in an appropriate and fair way (OECD, 2020[62]). For 
instance, early warning systems that are supported by AI have the capacity to 
profile students and identify those who are at risk of dropping out. The 
effectiveness of these systems in identifying the right students may be too limited, 
or another possibility is that they are accurate but misused (OECD, 2020[62]). In 
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particular, due to identifying those students who are at risk of dropping out, 
interventions might result in an exclusion of those ‘at risk’ students from school 
because of potential loss of reputation, rather than targeted support (OECD, 
2020[62]). 

The Internet of Things (IoT) has meant that smart devices, such as smart toys, 
may also pose privacy, security and safety risks for children (OECD, 2018[63]). For 
instance, “connected” toys often come with the capacity to film children, 
communicate with them remotely, reveal their location, or record and analyse their 
conversations to investigate their preferences and interests (Hof, 2017[44]). These 
toys may also possess software vulnerabilities allowing them to be hacked by third 
parties.  

The use of predictive analytics may raise serious ethical concerns, because 
predictive models rely on historical patterns, which may be inadvertently biased 
against certain subgroups of children (Teixeira and Boyas, 2017[64]). Additionally, 
the accuracy of predictive tools raises concerns, and classification errors are 
possible. To this end, for instance, in child welfare where predictive tools may be 
used to assess whether or not a child is at risk classification errors can culminate 
in poor targeting of agency resources (due to false positives, identifying some 
cases as high risk when they are in fact low risk) and can even be directly 
dangerous to the child (due to false negatives, failing to accurately identify a high 
risk child) (Teixeira and Boyas, 2017[64]) (D’Andrade, Austin and Benton, 2008[65]). 
Additionally, in this context, whilst parents and caregivers may be aware that 
predictive analytics shares their and their children’s personal data with social 
support and health systems, they may not know that this can lead to an algorithmic 
scoring of their families for ‘risk’ (Teixeira and Boyas, 2017[64]). 

Lastly, the use of biometric technologies (i.e. the use of fingerprints, facial 
recognition and iris scans, etc.) may pose specific risks to children. Biometric 
systems have been primarily designed to work with adults, and they may not be 
suitable to appropriately recognise children, and therefore to be used for children. 
As of mid-2019, there were no biometric technologies capable of consistently 
providing high levels of accuracy in very young children (less than 5 years), and 
weak evidence in support of the use of biometrics from children aged 5 to 15 years 
(UNICEF, 2019[66]). Specific risks include data protection and privacy risks. Other 
misuse of children’s biometric data include theft, abuse and identity fraud that can 
harm children and may have serious or even permanent consequences (UNICEF, 
2019[66]). The use of biometric technologies can also lead to exclusion, for instance 
where this technology is mandatory for access to a service, but design and 
technology limitations may cause errors in the biometric registration service, the 
child is unable to have their biometric trait captured, or the child’s parent does not 
consent to this (UNICEF, 2019[66]). Biometric systems also have the risk of scope 
creep, namely when the data is used for motives outside the scope of its original 
collection, and in a manner for which informed consent was not given (UNICEF, 
2019[66]). To this end, the use of children’s biometric data may raise social and 
ethical concerns as children often lack the knowledge and understanding to make 
informed decisions on this matter. Furthermore, parents, caregivers and guardians 
may also lack the capacity to comprehend the risks related to the use of children’s 
biometric data (UNICEF, 2019[66]). 
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In general, there is still very little empirical evidence on the impacts of advanced 
technology risks, mirroring gaps in policy documents. For instance, in most cases 
national AI strategies and AI ethical guidelines do not specifically mention children.  

Businesses have a responsibility to develop inclusive design, safety and privacy 
by design, as well as ethical technologies and solutions for children to meet the 
potential risks posed by these advanced technologies (OECD, 2020[67]). The 
development of related practices and standards could also involve additional 
stakeholders – including government and civil society - when appropriate. This will 
better enable the beneficial deployment of these technologies for children. 

Health and wellbeing risks  
The possible negative impacts of the digital environment on children’s health and 
wellbeing has raised widespread public concern. In some specific contexts (i.e. the 
impact of excessive screen time) this is an emerging field of research, with a limited 
evidence base.  

Nonetheless, there are areas where a health and well-being risk may cut across 
other risks. For example, whilst cyberbullying has been discussed above (as both 
a contact and a conduct risk), a clear concern of cyberbullying is the effect on the 
child victim’s mental health. It has been recognised that cyberbullying can have a 
more negative effect on children’s mental health than traditional bullying. Those 
who have been cyberbullied reported higher levels of depression, anxiety and 
social difficulties compared to those who were ‘traditionally bullied’ (Perren et al., 
2010[68]).  

The dangers of screen media and social media use is also receiving increased 
attention. In relation to screen media use, a literature review conducted by the UK 
Royal College and Paediatrics and Child Health revealed the following 
associations:  

• Children with higher screen time tend to have a higher energy intake, a less 
healthy diet and more pronounced indicators of obesity – Noting that this 
association could also be explained by causality in either direction (e.g. 
more obese children are likely to have higher screen time) or by underlying 
causes (e.g. poverty); and 

• Children with over two hours screen time per day, tend to have more 
depressive symptoms. However, it was also revealed that some screen time 
is better for mental health than none at all (Royal College of Paediatrics and 
Child Health, 2019[69]). 

Another study also indicated that moderate use of digital technologies and screen 
time allows children to enjoy the benefits of the digital environment, whilst no 
activity or too much use may have negative impacts on children (OECD, 2020[5]) 
(Burns and Gottschalk, 2019[70]) (Przybylski and Weinstein, 2017[71]).  

It is worth noting, that there seems to be a consensus among policymakers that 
screen time and the types and duration of online activities should be distinguished 
and measured separately. Calling some of the different concerns on children’s 
health and wellbeing simply screen time and not clearly distinguishing between the 
different actions (such as blue light on children’s sleeping patterns, or vulnerable 
teenagers on Instagram) may lead to inconsistent findings (OECD, 2020[67]). Thus, 
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in order to understand possible risks it is essential to examine the child’s age, 
circumstances and maturity as well as the context and content rather than just time 
spent in front of a screen. 

Furthermore, whilst research on the impacts of social media on clinically 
diagnosed depressed children supports the notion that social media may 
exacerbate depressive symptoms (OECD, 2019[3]), it is also important to point out 
that children who are vulnerable offline are more likely to be vulnerable in the digital 
environment (Livingstone and Bulger, 2013[72]) (UNICEF, 2017[73]) (Burns and 
Gottschalk, 2019[70]) (OECD, 2020[5]). Thus, it is difficult to establish clear causality, 
as those children who already suffer from depression or anxiety may be likely to 
be more prone to digital overdependence (OECD, 2019[3]).  

It is also worth briefly noting that there is significant mismatch between the public 
discourse and the evidence available when it comes to the effects of the digital 
environment on children’s health and wellbeing (OECD, 2019[3]). The evidence 
base in this area is still emerging, and currently there is a need for good quality, 
comprehensive, large-scale studies on the health and wellbeing effects of digital 
technology use (Kardefelt-Winther, 2017[74]) (Burns and Gottschalk, 2019[70]) 
(Royal College of Psychiatrists, 2020[75]). Despite a seemingly widespread concern 
about the effects of social media and the increased use of smartphones on the 
mental health of children, currently, we do not have enough evidence to support 
these concerns, with the underlying data in many existing studies not sufficiently 
well developed (OECD, 2019[3]). 
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Notes 

1 Hate messages are related to hate speech (which does not have a commonly accepted 
definition and may include “all forms of communication that spread, incite, promote or justify 
racial hatred, xenophobia, anti-Semitism or other forms of hatred based on intolerance”). 
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