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Foreword 

This report discusses different approaches to data valuation, provides estimates of the value of data and 

data flows, and puts forward a measurement agenda for the future. 

The report was drafted by Simon Lange, John Mitchell, Vincenzo Spiezia and Jorrit Zwijnenburg. It was 

prepared under the supervision of Andy Wyckoff, Director of the OECD Directorate for Science, 

Technology and Innovation (STI), and Audrey Plonk, Head of the Digital Economy Policy Division in STI. 

The report benefits from comments and suggestions from staff of the OECD’s Directorate for Science, 

Technology and Innovation (Angela Attrey, Gallia Daor, Christian Reimsbach-Kounatze and others) as well 

as from participants at the virtual OECD Workshop “Measuring the Value of Data and Data Flows”, held 

on 7 April 2022. Angela Gosmann and Mark Foss provided editorial support. This publication is a 

contribution to IOR 1.3.1.2.3 of the 2021-2022 Programme of Work and Budget of the Committee on Digital 

Economy Policy.  
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Executive Summary 

Overview 

There is a widely shared notion that data have become an increasingly important input into the production 

of many goods and services. But just how important? What is the value of data – their contribution to 

economic growth and well-being? A better understanding of the contribution of data to growth can help 

inform important academic and policy debates. 

This report discusses different approaches to the valuation of data, their advantages and shortcomings 

and their applicability in different contexts. In addition, it provides estimates of the value of data and data 

flows based on these approaches. It is mainly focused on the monetary valuation of data produced by 

private economic actors and their recording in economic statistics. Other important aspects of the value of 

data are beyond the scope of this report. Issues such as the value of making government data openly 

available or the value to individuals of keeping personal data private will be explored in future work. 

Findings 

Data have a specific combination of economic characteristics that distinguish them from 

other inputs into economic production  

Data are non-rival but excludable. They exhibit economies of scale, which, coupled with information 

asymmetries and weak ownership regimes, hinder the emergence of multilateral data markets. Hence, the 

value of data will be affected by the governance framework that determines how they can be created, 

shared and used. 

As most data are not traded, only a small portion of their value can be measured based 

on market statistics  

Only a small portion of the value of data can be measured based on market statistics. This portion includes 

firms’ revenues, international trade and market valuation. In the United States, the revenues from direct 

sales of data were estimated at USD 33.3 billion in 2019. In the same year, exports of data services from 

the European Union (EU27) and the United States were equal to USD 18.6 billion and USD 6.7 billion, 

respectively. Venture capital investments in “big data” firms, which reflect the investors’ evaluation of the 

future revenues of these firms, reached USD 35.6 billion in 2021. 

The sum-of-cost approach appears the most promising to estimate the value of own-

account data 

The sum-of-cost approach appears the most promising to estimate the value of own-account data i.e. data 

produced by a firm for its own use rather than for sale. This approach derives the value of data based on 

the costs incurred to produce it. As such, it is consistent with the valuation of other own-account intellectual 
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property products, e.g. software, and research and development. International guidance on the 

implementation of this approach in the System of National Accounts is being developed. 

Experimental estimates based on the sum-of-cost approach suggest a sizeable value of 

investment in data in OECD countries 

Estimates by national statistical institutes (NSIs) suggest that investment in total data assets was 2.2-2.9% 

of total value added in Australia (2016), 1.4-1.9% in Canada (2018), 2.4-3.0% in the Netherlands (2017) 

and 0.8% in the United States (2020). Estimates by academia, based on a broader definition of data assets 

than used by NSIs, range between 3.8-6.6% of the market sector’s value added in selected EU countries. 

Recommendations 

Develop product and industry classifications to help measure the value of data 

Although the bulk of data is not traded on the market, this report has shown that market statistics, such as 

revenues, exports and expected revenue streams – as reflected by venture capital investments – are a 

key tool for measuring the value of data. However, current product and industry classifications are not 

suited to delineate data. The United States is the only economy where statistical nomenclatures make it 

possible to measure – although imperfectly – revenues from the sales of data. Developing product and 

industry classifications to better capture data products and data-related activities remains a priority for 

measuring the value of data. 

Develop international statistical guidelines to measure data investment and assets 

A consensus has emerged on the approach for measuring data assets within the SNA with respect to data 

produced for firms for their own use. However, the implementation of this approach is still in its infancy and 

will require considerable further work. Therefore, developing international statistical guidelines for the 

measurement of data investment and assets will be a major task in the years ahead.  

Develop dedicated survey tools and econometric approaches to estimate value of cross-

border data flows 

Within the scope of economic statistics, the measurement of the value of cross-border data flows remains 

elusive, as discussed in this report. This situation calls for a good deal of invention: in using information 

not collected for this purpose; in developing dedicated survey tools, including Internet-based ones; and in 

applying new econometric approaches to estimate the value of cross-border data flows. 

Engage policy makers from diverse disciplines to help measure value of data 

The above considerations apply to the measurement of the economic value of data within the SNA 

framework. However, data have value for consumers, firms, governments, research activities and society 

at large that goes beyond the scope of macroeconomic statistics. Data may also generate negative value 

when their use is detrimental to some individuals or organisations. Developing concepts to think about 

these channels of value creation and statistical frameworks to measure them should be part of any 

measurement agenda for data. Given the multidisciplinary nature of this task, the engagement of different 

policy and technical communities within the OECD is an indispensable prerequisite for its success. 
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There is a widely shared notion that data have become an increasingly 

important input into the production of many goods and services. But just 

how important? What is the value of data – their contribution to economic 

growth and well-being? A better understanding of the contribution of data to 

growth can help inform important academic and policy debates. This 

section introduces key concepts associated with data and outlines the 

structure of the report.  

1.1 Why measure the value of data? 

There is a strong notion that the vast amounts of data generated by search engines, online social media 

and other digital technologies are having profound impacts on the economy and people’s lives. Data have 

been called the “new oil”1 and “the world’s most valuable resource” (The Economist, 2017[1]), suggesting 

they are increasingly important in the economy. Yet putting precise numbers on the costs and benefits of 

data in the economy and for society at large has thus far remained elusive. How much does the private 

sector invest in the collection, processing and analysis of data? How does it change in response to, say, 

the introduction of new data protection regulations? Do increasing stocks of data held by private firms and 

their uptake of data-driven business models contribute to overall economic growth and well-being?  

Measuring the value of data in the economy is critical to inform three key policy debates. These relate to 

productivity growth, the potential risks associated with use of personal data and cross-border data flows.  

First, “big data” have raised hopes to significantly accelerate productivity growth. However, although data 

and digital technologies have proliferated in recent decades, their effects are not apparent in productivity 

statistics (Figure 1.1) (Goldin et al., 2021[2]). Some have argued that the contribution of new technologies, 

including data-driven machine learning and big data analytics, might not be adequately captured in 

productivity statistics (the mismeasurement hypothesis) (Brynjolfsson, Rock and Syverson, 2021[3]). 

1 Introduction 
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Others have pointed to other channels, including the potential adverse effects of data on competition and, 

thus, allocative efficiency (Furman et al., 2019[4]; Prüfer and Schottmüller, 2021[5]) or to slowing technology 

diffusion (Andrews, Criscuolo and Gal, 2016[6]; Corrado et al., 2021[7]). OECD work favours the latter 

hypothesis (OECD, 2022[8]), but better measurement of data and their value would help resolve such 

debates and better target policy attention (Ahmad, Ribarsky and Reinsdorf, 2017[9]). 

Figure 1.1. Productivity growth and “big data” 

 

Note: See endnote2 for a full list of countries and industries included. Left panel: Average growth rates and log relative frequency based on a 

local polynomial regression with a bandwidth of 1.5 years. Right panel: The thick black line is a least-squares regression line with slope parameter 

-0.017 (p-value = 0.300). One extreme observation for manufacturing – growth in labour productivity of 14.0%, uptake of big data analytics by 

8.7% of enterprises – has been omitted from the figure.  

Source: Left panel: OECD, based on data from the OECD (2022[10]) and Google Ngram (Lin et al., 2012[11]). The latter are licensed on a Creative 

Commons Attribution 4.0 International License. Right panel: OECD, based on data from Eurostat (2022[12]) and OECD (2022[10]). 

Second, the use of some types of data (e.g. personal data) can have positive economic and societal 

benefits. However, it may also entail costs in the form of reduced privacy (OECD, 2022[13]), personal liberty 

and agency (Zuboff, 2019[14]; Zuboff, 2019[15]). The downside risks associated with access to and 

monetisation of personal information have been a long-running concern but have received renewed 

attention in recent times (OECD, 2019[16]). 

Finally, the debate about cross-border data flows encompasses concerns about the protection of privacy 

and intellectual property rights, along with ensuring access to information for regulation, national security 

and support of domestic industries (López González, Casalini and Porras, 2022[17]; OECD, 2022[18]). There 

has been a notable increase in measures addressing cross-border data flows. This has either placed 

conditions on the cross-border transfer of data or required that data be stored locally, potentially affecting 

economic activity (Casalini and López González, 2019[19]; OECD, 2022[18]). 

The implications of data use and governance for the economy and society are the subject of sibling reports 

to this publication (OECD, 2022[13]; OECD, 2022[8]; OECD, 2022[18]). These debates, just like the 

measurement debate, point to the need for a better and more nuanced understanding of the value of 

investment in data and their contribution to growth and well-being.  
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1.2 Outline  

This report discusses several complementary approaches to the valuation of data, their advantages and 

shortcomings and their applicability in different contexts. In addition, it estimates the value of data and data 

flows based on these approaches. 

The report is mainly focused on the monetary valuation of data produced by private economic actors and 

their recording in economic statistics. Other important aspects of the value of data are beyond its scope.  

The value of data for consumers, firms, governments, research and society at large, for example, will be 

explored in future work.  

The report is organised as follows: 

 Section 2 sets the scene by defining data, charting the rise of the data economy and delineating 

the role of data in economic production. It discusses the economic characteristics of data and their 

implications for measurement.  

 Section 3 explores the feasibility of the market-based approach to measuring the value of data 

and provides some examples of statistics based on this approach. 

 Section 4 reports progress towards recording data in macroeconomic statistics and presents some 

experimental estimates of investment in data in a sample of OECD countries.  

 Section 5 summarises the main findings of the report and proposes a draft measurement agenda. 
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What are data and how are data different from other economic goods? This 

section first discusses the drivers of the increasing importance of data in 

economic activity: falling costs of data processing and storing; increasing 

activity and uptake of digital technologies; and rapid advances in artificial 

intelligence. It then analyses the economic characteristics of data, which 

comprise non-rivalry and excludability, spillovers and externalities, 

economies of scale, increasing returns to scale, synergies and low 

specificity. Finally, the section examines the implications of these 

characteristics for measuring the value of data.   

2.1 What are data?  

In common parlance, the term “data” is interchangeable with terms such as “information,” “evidence” or 

even “knowledge”. According to OECD (2021[20]), the term data “refers to recorded information in structured 

or unstructured formats, including text, images, sound and video”. In other instances, the term “data” is 

used to refer to Internet Protocol (IP) traffic or the volume of digitised information stored on servers and 

other hardware.  

While both notions are relevant in a variety of policy and technology debates, they are either too broad or 

ill-suited for measuring the value of data. Instead, this report builds on the definition of data recently 

proposed in the context of the System of National Accounts (SNA):3 “Information content that is produced 

by accessing and observing phenomena; and recording, organizing and storing information elements from 

these phenomena in a digital format, which provide an economic benefit when used in productive activities” 

(ISWGNA, 2022[21]).  

2 Data and the economy 
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2.2 The rise of the data economy 

Data have long been important to economic activity. Yet three technological developments have led to a 

rapid increase in the importance of data in economic activity (Carriere-Swallow and Haksar, 2019[22]): 

falling costs of data processing and storing; increasing activity and uptake of digital technologies; and rapid 

advances in artificial intelligence.  

Falling costs of data processing and storing 

Advances in digital hardware have reduced the costs of collecting, processing and storing data 

(Figure 2.1). The real costs of both computer processing power and data storage have halved every 15 

months over the second half of the last century. Meanwhile, the price of software started falling at a much 

more moderate rate of about 2% per year from the early 1980s (US Bureau of Economic Analysis, 2022[23]). 

Figure 2.1. Cost of computer processing power and data storage 

 

Notes: MB = megabyte; MIPS = million instructions per second. Costs are deflated using the consumer price index (US Bureau of Economic 

Analysis, 2022[24]).  

Source: OECD, based on data collected by Moravec (2022[25]) and McCallum (2021[26]).  

Increasing connectivity and uptake of digital technologies  

While falling hardware prices are long-term trends, two more recent developments have created vast 

amounts of easy-to-collect digital data: increasing connectivity and an increase in uptake of digital services. 

The number of Internet users has increased substantially. In 2000, on average, only one-quarter of the 

population of OECD countries was using the Internet; by 2020, the share had increased to close to 90%.  

Not only has the number of users increased but also the frequency and intensity of Internet use. 

Connectivity first shifted from personal computers in offices and homes to smartphones. More recently, it 

has moved to other connected devices embedded with sensors – the Internet of Things (IoT). By one 

estimate, there were 20 billion connected devices globally by 2019, up from 8.8 billion in 2010. Of this 

amount, IoT devices accounted for half (AIOTI, 2020[27]). 
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Rapid advances in artificial intelligence 

Finally, increasing availability of digital data has coincided with rapid advances in artificial intelligence (AI). 

This is especially true for machine learning, an applied subfield of AI premised on finding patterns in large 

datasets as a basis for predictions  (Agrawal, Goldfarb and Gans, 2018[28]; OECD, 2019[29]). AI – a term 

coined in the 1950s – has been through ups and downs in terms of interest and funding (“AI winters”). 

However, substantial progress has been made using multi-layered neural networks (“deep learning”) in 

diverse areas such as image and speech recognition and machine translation (Varian, 2019[30]).  

The increasing uptake of AI by private firms is widely seen as having the potential to drive productivity 

growth by spurring innovation and increasing automation. The number of patents granted by the United 

States Patent and Trademark Office each year in the area of machine learning grew from only 28 in 2007 

to nearly 2 650 in 2021, a growth rate of nearly 40% per year (Baruffaldi et al., 2020[31]; United States 

Patent and Trademark Office, 2021[32]). 

2.3 Economic characteristics of data 

Data have been compared variously to oil, sunlight and infrastructure. They also share some 

characteristics with ideas or knowledge. However, while there are parallels in each case, data have specific 

characteristics that distinguish them from all of the above.  

Non-rivalry and excludability 

Data are non-rival: they can be used over and over again, by different actors and at the same time without 

being used up (Jones and Tonetti, 2020[33]). At the same time, data are generally excludable: in most 

cases, organisations and firms can prevent other people or institutions from accessing their data. While 

non-rivalry is inherent to data, excludability depends on the legal framework regulating access to and 

ownership of data (Ostrom, 2010[34]).  

Spillovers and externalities  

Excludability is closely related to the idea of spillovers, which occur when entities other than the one 

collecting the data can benefit from them or incur costs. If these benefits (costs) are not transferred to 

prices, they generate positive (negative) externalities. While data are, in principle, excludable, spillovers 

can still occur, such as in the case of data breaches.  

Coupled with non-rivalry, positive spillovers provide a strong rationale, from a social welfare standpoint, to 

share data widely, e.g. to improve production processes and enhance productivity. In the case of personal 

data, however, negative externalities are possible. For example, sharing one’s personal data can reveal 

information about others (Acemoglu et al., 2019[35]). 

Economies of scale 

The production of data exhibits economies of scale, i.e. the cost of producing a dataset is high relative to 

the cost of producing additional copies, which is negligible. Economies of scale have implications for 

pricing: when marginal costs are near zero, the price is determined entirely by the demand, i.e. the value 

that users ascribe to data. As consumers can have widely different valuations of the set of data, value-

based pricing naturally leads to differential pricing (Shapiro and Varian, 1999[36]). 
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Increasing returns to scale 

Data can give rise to increasing returns to scale in production, i.e. more economic activity generates more 

data, which in turn generate more economic activities, and so on (Jones and Tonetti, 2020[33]). There is an 

important potential interaction between this positive feedback loop and non-rivalry: if data are shared 

among firms, increasing returns to scale might also operate at the level of the economy. Data might also 

exhibit increasing returns to scale as an input into machine learning (Posner and Weyl, 2018[37]). 

Synergies 

Data exhibit synergies (or complementarities) in three ways. First, the value of data increases in the 

presence of other data of the same type (Coyle et al., 2020[38]). For instance, a data point about any one 

person may have limited value. However, combined with data about the same person over a long period 

or about other people, a data point can reveal trends or patterns. Second, the value of data increases in 

the presence of other data with complementary attributes. Official economic statistics, for example, are 

representative at the level of the economy yet published with a considerable time lag. When these statistics 

are combined with high-frequency private-sector data from digital platforms, they can reveal patterns 

(Chetty et al., 2020[39]). Third, the value of data increases in the presence of other, non-data inputs, 

especially other intangibles. Examples include specific technologies, e.g. information communication 

technology hardware and software, sensors and skills. Also, as machine learning depends critically on 

data as an input, an increase in the uptake of machine learning might significantly increase the value of 

data in the future (Agrawal, Goldfarb and Gans, 2018[28]; OECD, 2022[8]).  

Low specificity 

Compared to other products, data exhibit a lower degree of specificity, i.e. they can be used in a larger 

range of production activities. Often, data are re-used for purposes different from the one intended. For 

example, anonymised mobile call data records of telecommunications services providers have been re-

used to monitor and control the spread of COVID-19 (Reimsbach-Kounatze, 2021[40]).  

2.4 Implications for the measurement of the value of data 

What do non-rivalry, excludability, synergies, scale effects, externalities and low specificity imply for the 

valuation of data? Non-rivalry of data and their potential excludability imply that value creation from data 

depends on the extent to which data are shared, used and re-used throughout the economy, i.e. the set of 

rules and institutions that govern data openness and sharing. 

Low specificity makes it hard to evaluate the value of data as the same dataset can be re-used for new, 

unforeseen purposes. 

The notion that data sharing can enhance value generation is underpinned by the synergies of data. 

Additional value from the same data can be generated if one firm shares its data with another firm that has 

access to complementary skills, technologies or ideas. 

The more data are shared, the more value can potentially be created from them. At the same time, the 

cost of producing data might not adequately reflect their contribution to value creation. This would occur if 

the benefits generated through sharing and re-using data with more firms or individuals are 

uncompensated. 

Scalability, economies of scale and increasing returns to scale, have implications for data markets that are 

similar to those of other intangible assets and especially information goods (Shapiro and Varian, 1999[36]). 



MEASURING THE VALUE OF DATA AND DATA FLOWS  15 

OECD DIGITAL ECONOMY PAPERS 
  

Data markets will tend towards monopolistic competition, which might imply challenges for valuations of 

data based on market prices and quantities. These issues will be discussed in more detail in Section 3.   

Non-rivalry implies that not enough data are being shared. However, negative externalities associated with 

personal data could lead to too much data sharing at too low a price. This might happen if individuals do 

not factor in privacy costs to others (Acemoglu et al., 2019[35]). Hence, even if data markets would exist on 

a large scale, information on prices and volumes might not adequately reflect the valuation of their data by 

individuals. 

Overall, the characteristics of data imply their costs and prices may underestimate or overestimate their 

economic value. For positive externalities or non-decreasing returns, value would be underestimated. For 

negative externalities or monopolistic competition, value would be overestimated.  

These issues are not specific to data. Other assets, such as research and development, may also exhibit 

externalities and non-decreasing returns. These effects, however, cannot be measured but only estimated 

through further economic or econometric analysis.4 Therefore, while they may not measure the whole value 

of data, costs and prices are the necessary prerequisites to arrive at reliable and comparable estimates.  

Key take-aways 

 Falling costs of data processing and storing, increasing connectivity and uptake of digital 

technologies, as well as recent advances in AI, have led to a rapid increase in the importance of 

data in economic activity. 

 Data have a specific combination of economic characteristics that distinguish them from other 

production inputs and have implications for the measurement of their value. 

 Non-rivalry of data and their potential excludability imply that value creation from data depends on 

the extent to which data are shared, used and re-used throughout the economy, i.e. the set of 

policies and institutions that govern data openness and sharing. 

 Negative externalities associated with personal data could lead to too much data sharing at too low 

a price. Hence, information on prices and volumes might not adequately reflect users’ valuation of 

their data. 

 Overall, the characteristics of data imply that costs and prices may not provide a fully accurate 

measure of their economic value. Yet they are essential to arrive at reliable and comparable 

estimates, which may be further enhanced through economic or econometric analysis. 
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How are data shared among economic agents and what are the 

implications for the prospect of measuring their value based on observed 

quantities and prices? While specific examples of data markets exist, the 

properties of data significantly limit the extent to which they are traded 

under standardised terms. Own-production and own-use and sales of data-

intensive services are far more common. Hence, market-based valuations 

of data face significant challenges in practice. This section explores such 

questions by examining types of data markets, lack of economies of scale 

for multilateral data markets, sales of data and data-intensive services, 

international trade in data services and venture capital to big data firms. 

3.1 Data markets 

Sales of data 

Data can be valuable to many different users. Due to their non-rivalry (Section 2), data may be employed 

in applications or contexts far removed from the locus of their production (World Bank, 2021[41]). Therefore, 

markets for data that facilitate efficient matching between buyers and sellers might significantly increase 

their economic value. If data were primarily traded in markets – if the economic unit producing the data 

was not the same as the unit using them – the size of the market would provide a straightforward measure 

of the value of the data. In fact, the System of National Accounts (SNA) recommends valuing assets at the 

price observed in markets or estimated from observed market prices to the extent possible (Section 4). 

3 Sales of data and data-intensive 

services 
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However, significant amounts of data collected by private entities are not traded in markets. For instance, 

15% of enterprises in Europe on average analysed big data in 2019. However, only 1.3% purchased data 

and only 0.6% sold data to other economic units (Figure 2.1a). Although larger firms tend to trade data 

more, the shares of those purchasing and selling data was, on average, less than 5% and 2%, respectively. 

This held true even among enterprises with 250 employees or more. 

Figure 2.1. Share of enterprises using, purchasing and selling data  

Europe, 2019 

 

Notes: The data cover the business economy but exclude financial services. Purchases and sales here include licensing of access to data. 

Countries included are listed in endnote.5  

Source: OECD, based on data from Eurostat (2022[12]), Digital Economy and Society (database), https://ec.europa.eu/eurostat/web/digital-

economy-and-society/data/database (accessed 27 January 2022) . 

These statistics also suggest that data trading is unevenly distributed across different industries 

(Figure 2.1b). The share of firms purchasing and selling data is higher in the information and 

communication sector and lower in manufacturing and construction, as well as in blue-collar services such 

as the hospitality sector. 

Types of data markets  

Koutroumpis, Leiponen and Thomas (2020[42]) distinguish four types of data markets: 

 Bilateral markets (one-to-one) are markets in which bilateral trading is sustained by relational 

contracts that can involve high transaction costs, such as search costs and costs associated with 

reputation-building. The “data brokers” are an example of such markets.    

 Dispersal markets (one-to-many) are markets in which a single seller transacts with many buyers for 

the same data under standardised terms of exchange. An example are markets in which data are 

distributed through application programming interfaces (APIs) such as the Twitter “firehose”. 

Transaction costs are unlikely to be an issue in dispersal markets. However, it can be difficult to prevent 

buyers from diluting the value of the purchased data by making them available to others.  

 Harvesting markets (many-to-one) are markets in which data are generated through the use of digital 

services and sellers make data available to a single service provider, often in exchange for free access 

to the service. Again, transaction costs are low, but the availability of data depend on the nature and 

popularity of the underlying service.   
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 Multilateral markets (many-to-many) are often referred to as “data marketplaces”: platforms through 

which large numbers of sellers and buyers can potentially transact under standardised licensing 

models and regulations regarding data access and usage. 

There have been numerous attempts to create multilateral data markets since 2010 (Spiekermann, 

2019[43]). However, they have often been challenging and have experienced elevated exit rates. Prominent 

examples of data marketplaces launched in the early 2010s that subsequently failed include Microsoft’s 

Azure Data Marketplace, Datacoup, Handshake, Kasabi and xDayta. Other marketplaces such as 

InfoChimps or Data Market deviated from their original business plan.  

Why are multilateral data markets not emerging at scale?  

The specific characteristics of data pose challenges to the emergence of large, multilateral data markets.  

Economies of scale 

As noted in Section 2, the production of a given dataset is subject to economies of scale – high fixed costs 

and low, near-zero marginal costs: digital data are “copyable” at nearly no cost. As for other products that 

share this characteristic, pricing of data cannot be cost-based: setting the price at the level of marginal 

costs times a mark-up does not work if marginal costs are zero (Shapiro and Varian, 1999[36]). Instead, 

information goods are typically priced according to consumer value. As buyers of data can have widely 

different valuations of the same data, value-based pricing naturally leads to differential pricing, 

e.g. versioning. 

Economies of scale per se do not prevent markets from developing, as shown by many examples of 

information goods for which markets exist (e.g. software, movies, books, news and so on). However, they 

do help to explain why multilateral data markets are unlikely to emerge. First, as data are valued differently 

by different buyers, bilateral exchanges and price discrimination will be more frequent than standard 

licensing models and regulations characteristic of multilateral markets. Second, the copyability of data, 

coupled with a lack of traceability and weak ownership rights (see below), implies that it is easy to sell data 

on. This reduces the prospect for further sales for the original producer of the data.    

Lock-in and holdup risks 

A firm whose activity depends on data from another firm would become locked into this transactional 

relationship if switching to another supplier is unfeasible or costly. This leaves the data seller in a position 

to appropriate the profits of the data buyer. For instance, it could raise the price of its data, a situation 

known as a “holdup” (Shapiro and Varian, 1999[36]).  

If such holdup problems are anticipated and cannot be dealt with adequately through a contract, firms 

might be reluctant to depend on an external data supplier. Therefore, they may decide to internalise the 

production of data (own account) or to acquire the data supplier (vertical integration). In either case, data 

would not be traded on the market.  

Data as a strategic asset 

Data-collecting firms might be reluctant to offer their data for sale if it lowers barriers to market entry and 

exposes them to competition (Jones and Tonetti, 2020[33]). Data generated by an incumbent firm are 

informative about the strengths and weaknesses of its operations, an insight that new entrants could use 

to challenge it. If the expected benefits from selling or licensing data are lower than the costs associated 

with higher competition, incumbent firms have a disincentive to sell their data.  
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Information asymmetries from data as an experience good  

Data are an “experience good”, a good whose quality cannot be determined by a prospective buyer other 

than through purchase and consumption (Nelson, 1970[44]; Vining and Weimer, 1988[45]). If prospective 

buyers are only able to observe average quality, they will be willing to pay a price commensurate with 

average quality. This will lead sellers with high-quality data to withdraw from the market, thus lowering 

average quality and driving down prices further. By the iterative withdrawal of the highest-quality data on 

offer, markets might unravel entirely – an issue known as “market for lemons” (Akerlof, 1970[46]).  

Limited appropriation possibilities for ownership of data  

Appropriation of the returns to intangible goods can be pursued through legal instruments that facilitate 

and protect control rights (Teece, 1980[47]; Levin, Cohen and Mowery, 1985[48]). Intellectual property rights, 

such as patents, copyrights, and trademarks, are available to protect an idea, a technology or an 

expression (Gans and Stern, 2010[49]). By contrast, the legal instruments available to protect data are less 

well defined. Databases are theoretically protected under copyright in most jurisdictions. However, 

copyright typically only protects the structure and organisation of the database, not its individual 

observations (Koutroumpis, Leiponen and Thomas, 2020[42]). Courts often take the position that the actual 

data are facts that cannot be subject to copyright.6 Because data are non-rival, weak appropriation regimes 

pose challenges for the development of data markets. In particular, potential sellers might not be able to 

prevent buyers from re-selling data or otherwise passing them on, which might depress prices in the 

primary market. Additional complications arise in the case of personal data.7  

Externalities associated with personal data 

Data about one consumer may be informative about other consumers, which can lead to too-low prices 

(Acemoglu et al., 2019[35]; Bergemann and Bonatti, 2019[50]) and too-large collection of personal data (Choi, 

Jeon and Kim, 2019[51]). This negative externality might help explain why consumers are rarely paid for 

sharing their personal data and are only compensated with free access to digital services (Acquisti, John 

and Loewenstein, 2013[52]). In addition, a data-selling firm may face a reputational externality, e.g. if the 

buyer experiences a data breach or uses the data in fraudulent ways8 (de Cornièr and Taylor, 2020[53]). 

In summary, data markets require an extraordinary amount of trust among participants to achieve scale. 

Buyers need to trust the quality of the data, their legitimacy and the reliability of their supply. Meanwhile, 

sellers need to trust that trading partners will not use the data in harmful ways. Achieving the required level 

of trust is easier in long-running, bilateral relationships than in multilateral markets.   

Sales of data-intensive services 

Faced with these challenges, firms that collect significant amounts of data have often opted for alternative 

ways to monetise their data. For example, they sell services whose value is largely accounted for by the 

underlying data. The market for sponsored search advertising is one example of this kind of bundled 

transaction (Bergemann and Bonatti, 2019[50]; OECD, 2020[54]). Rather than selling information about users 

directly, search engines typically use it to improve the quality of their advertising products. Financial 

intelligence is another example of data-intensive services: firms like Bloomberg L.P. and Thomson Reuters 

combine financial data with computer hardware and software (the Bloomberg Terminal and the Reuters 

3000 Xtra system) to provide financial intelligence services.  
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3.2 Sales of data and data-intensive services 

Revenues from sales of data and data-intensive services 

This subsection provides illustrative estimates of the size of the market for data. Given the challenges 

associated with trade in data discussed above, prices and quantities observed in data markets only capture 

a small part of the value of data. The United States is used as the primary example here, chiefly because 

the US Census Bureau (2017[55]) provides detailed information about sales at the level of products that 

does not seem to be available for other countries (Ker and Mazzini, 2019[56]). 

The first step is to decide which products should be considered relevant data. Products were classified in 

the 2017 US Economic Census based on the North American Product Classification System (NAPCS).9 

Four of 3 534 valid broad-line NAPCS codes were identified as capturing the sale of “data” as defined in 

this report. They are databases and other collections of information, directories, mailing lists and credit 

rating services.10 

As noted above, Internet advertising is the leading example of a data-intensive service, accounting for a 

large share of revenues of companies that collect large quantities of data (Figure 3.3a). Therefore, 

revenues from Internet advertising are reported here as a benchmark.  

Figure 3.3. Revenues from sales of personal data and Internet advertising 

 

Source: Left panel: OECD, based on income statements from Alphabet (2021[57]), Meta/Facebook (2021[58]) and Twitter (2021[59]). Right panel: 

OECD, based on US Census Bureau (2017[55]). 

As data are only one input into targeted Internet advertising, total revenues overstate the value of personal 

data in its production. However, several studies show the contribution of the use of personal data to Internet 

advertising revenue is substantial.11 For instance, a 2020 study that analysed data from AdChoices,12 the 

Internet industry’s self-regulatory programme, concludes that the price of ads uninformed by people’s 

personal data was 52% less than the cost of comparable ads informed by those data (Johnson, Shriver 

and Du, 2020[60]).  

Figure 3.3b provides estimates of the size of the markets for data and Internet advertising in the US 

economy. Taken together, sales of data generated USD 27.3 billion in revenues in 2017. Of this amount, 

credit rating services and databases and other collections of information each accounted for 36-37% 
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(USD 9.8 billion and USD 10.0 billion, respectively) and directories for 27% (USD 7.3 billion). Mailing lists 

accounted for only 0.6% of the total.   

By contrast, Internet advertising generated USD 112.6 billion in revenues in 2017, more than four times 

the revenue generated through direct sale of data. Applying the above-mentioned estimate by Johnson, 

Shriver and Du (2020[60]), the contribution of data to revenues from Internet advertising would amount to 

USD 54.0 billion, i.e. twice as much as revenues from the sale of data.  

Industry profile 

What sectors do firms selling data hail from and how important are data sales within these industries? 

Internet publishing, broadcasting and web search portals accounted for 48% of data sales revenues in the 

United States in 2017. These were followed by credit bureaus (36%), directory and mailing list publishers 

(8.8%), and professional organisations (5.3%) (Figure 3.4a). Data sales accounted for most of the 

revenues of credit bureaus (96%) and nearly half of the revenues of directory and mailing list publishers 

(48%) (Figure 3.4b). For other industries, including Internet publishing and broadcasting and web search 

portals, data sales accounted for less than 10% of industry revenues.  

Figure 3.4. Revenues from sales of data by industry 

United States, NAICS classifications, 2017 

 

Source: OECD, based on US Census Bureau (2017[55]). 

Trends in sales of data and data-intensive services 

How did revenues from direct data sales and Internet advertising change over time? The 2017 Economic 

Census used above, which provides a high degree of detail on revenues by product, occurs only once 

every five years. Statistics on revenues by source from the 2019 Service Annual Survey were used to 

obtain a first-order approximation of trends over time.  

Results reported in Figure 3.5 indicate that revenues from Internet advertising increased at a rate of 16.0% 

per year. This resulted in a near tripling of revenues between 2013 and 2019 from USD 51.9 billion to 

USD 152.5 billion. By contrast, the market for direct sales of data grew at a more moderate rate of 5.6% 

per year from USD 24 billion to USD 33.3 billion during the same period.13  
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Figure 3.5. Estimated trends in sales of data and data-intensive services 

United States, 2013-19 

 

Source: OECD, based on US Census Bureau (2017[55]; 2019[61]). 

3.3 International trade in data services 

Trade statistics provide information on the value of exports and imports of data services. In particular, the 

component “Other information services” (OECD, 2022[62]) includes: 

 database services, e.g. database conception, data storage and the dissemination of data and 

databases 

 web search portals, e.g. search engine services that find Internet addresses for clients who input 

keyword queries. 

Statistics on the above services measure the value of international trade in data services where data are 

the main object of the transaction. However, they do not include the value of data that are traded as part 

of an international transaction in goods or other services. As such, statistics based on the above definition 

are likely to underestimate the actual value of trade flows in data. 

In 2019, exports of data services to the rest of the world amounted to USD 18.6 billion in the European 

Union (EU27) and USD 10.2 billion in the United States (Figure 3.6). Import of data services from the rest 

of the world in the EU27 and the United States amounted to USD 11.8 billion and USD 2.7 billion, 

respectively. 

Between 2010 and 2019, exports of data services to the rest of the world increased by 4.7 times in the 

EU27 and doubled in the United States. Over the same period, imports of data services from the rest of 

the world increased as well but at a lower rate: by 2.5 times in the EU27 and by 1.7 times in the 

United States. The 2020 statistics, available for the United States only, show a sharp contraction in data 

services exports (-35%) following the onset of the COVID-19 pandemic. 
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Figure 3.6. Exports and import of data services to/from the rest of the world 

 

Source: OECD, (2022[62]), https://stats.oecd.org/Index.aspx?DataSetCode=TISP_EBOPS2010.     

3.4 Cross-border data flows underpinning international trade 

International trade flows supported by the use of digital technologies generate corresponding flows of 

digital data. These data may include information about products, prices, quantities and payment methods 

but also names and other personal information of the parties involved. The transmission of any data 

between two firms or individuals in different jurisdictions constitutes a cross-border data flow. 

Unlike trade in data services discussed above, the transfer of data is not the main object of these 

transactions. Therefore, the associated data flows are not recorded in international trade statistics. More 

broadly, there is no statistical classification or official statistics on cross-border data flows. These features 

make their measurement particularly challenging. 

A few proxies have been suggested to measure the volume of cross-border data flows. A common measure 

is international bandwidth i.e. the average traffic load of international fibre-optic cables and radio links for 

carrying Internet traffic (Figure 3.7a). In a similar vein, some reports (World Bank, 2021[41]) have pointed 

to global IP traffic as an indicator of cross-border data flows (Figure 3.8, right-hand axis). 
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Figure 3.7. International bandwidth and global data centre traffic 

 

Note: Left panel: All data are ITU estimates. Right panel: ZB = Zettabytes. 

Source: Left panel: OECD, based on ITU (2021[63]). Right panel: OECD (2019[64]). Calculations are based on the Cisco Global Cloud Index 

2016-2021 and the Cisco Visual Networking Index 2017-2022, January 2019. 

Measuring the value of data flows by some proxy for the volume of data has significant limitations. The 

value of data depends on the information it carries, as well as on its actual or potential use. Indeed, a large 

fraction of IP traffic is not generated by data as defined in this report. For instance, by one estimate, video 

accounted for 60% of the total downstream volume of Internet traffic in 2019 – with Netflix alone accounting 

for 12% (Cullin, 2019[65]).  

Another shortcoming of international bandwidth and IP traffic measures is that, according to some 

estimates (OECD, 2019[64]), the bulk of data traffic seems to occur within data centres (Figure 3.7b). This 

implies that, if two businesses exchange data within a data centre in a third country, international bandwidth 

and IP traffic metrics would record no cross-border flow (Nguyen and Paczos, 2020[66]). 

A further limitation of IP-based measures is their reliance on some non-representative sample of IP traffic. 

As the amount of data transferred over the Internet is just too large to be fully measured or to design a 

representative sample, IP traffic metrics rely on a limited number of observation standpoints. For example, 

they rely on an Internet Exchange Point, at very few points in time, under the incorrect assumption that 

these data points are representative of the whole IP traffic. 

A different type of measure that has been used as a proxy for cross-border data flows is the value of trade 

in data-driven services (Figure 3.8) or potentially services enabled by information communication 

technology (ICT) (UNCTAD, 2015[67]). This includes all service transactions delivered remotely over ICT 

networks. These measures run into two major difficulties. On the one hand, it is difficult to assess to which 

degree data-driven or potentially ICT-enabled services are actually delivered via ICT networks. On the 

other, they do not capture cross-border flows of data that are likely to underpin trade transactions not 

delivered over ICT networks, including merchandise trade. 
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Figure 3.8. Global trade in data-driven services and IP traffic 

 

Note: IP = Internet Protocol; EB = exabyte. 

Source: OECD, based on World Bank (2021[41]). 

3.5 Venture capital to big data firms 

Venture capital (VC) is a form of private equity financing. Specifically, it is equity capital provided to 

enterprises not quoted on a stock market. This is particularly relevant for young companies with innovation 

and growth potential but untested business models and no track record. Venture capitalists take on the 

risk of financing new or growing businesses with perceived long-term growth potential with the expectation 

that some supported firms will become successful. Therefore, VC investment in big data firms reflects the 

investors’ evaluation of the future revenues from the data owned by these firms. In this sense, it provides 

a proxy for the value of their data. 

Figure 3.9 shows the growth in VC investments in big data firms worldwide in 2015-21. The number of 

deals increased by 22%, from 913 to 1 117 between 2015 and 2021. The value of VC investment increased 

even more, nearly tripling from USD 12.1 billion to USD 35.6 billion over the same period. 
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Figure 3.9. Number and values of venture capital deals in big data firms worldwide 

2015-21 

 

Source: OECD, based on Preqin Pro, www.pro.preqin.com  (last accessed on 14 February 2022). 

Figure 3.10 shows the number and value of VC deals in big data firms by country in 2021 (the latest 

available year). The People’s Republic of China (hereafter “China”) and the United States are well ahead, 

for both the number of deals (530 and 225, respectively) and their value (USD 17.3 billion and 

USD 11.3 billion, respectively). The other countries are at quite some distance. In 2021, there were 36 VC 

deals in big data firms for a value of USD 2.2 billion in the United Kingdom; 20 deals for a value of 

USD 1.2 million in Spain; and 29 deals for a value of USD 793 million in Canada. 

Figure 3.10. Number and values of venture capital deals in big data firms by country 

2021 

 

Note: To keep the figure readable, countries with big data VC investment below USD 10 million are not shown. 

Source: OECD, based on Preqin Pro, www.pro.preqin.com  (last accessed on 14 February 2022). 
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Key take-aways 

 Due to the specific characteristics of data, data markets are difficult to establish and sustain. 

Indeed, significant amounts of data collected by private entities are not traded in markets.  

 As most data are not traded, only a small portion of their value can be measured based on market 

statistics. The latter include firms’ revenues, international trade and market valuation. 

 In the United States, the revenues from sales of data are estimated at USD 33.3 billion in 2019. In 

the same year, exports of data services from the European Union (EU27) and the United States 

were equal to USD 18.6 billion and USD 6.7 billion, respectively. 

 Venture capital investments in “big data” firms, which reflect the investors’ evaluation of the future 

revenues of these firms, reached USD 35.6 billion in 2021. 

 There is no statistical classification or official statistics on cross-border data flows. In addition, 

measures based on international bandwidth, IP traffic or data-driven services seem a poor proxy 

for the value of these flows. 
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As data have become an important input in production, their value should be 

adequately captured in macroeconomic statistics. Explicitly incorporating 

data into the System of National Accounts would ensure comparable 

measurement across countries and allow for a range of policy and analysis, 

including on productivity. This section discusses recent progress and 

outstanding challenges in recording data in macroeconomic statistics and 

presents experimental estimates of the value of investment in data assets. 

4.1 Data in the System of National Accounts  

Data are a crucial input into productive activities across almost all facets of the economy. Data are both 

used one-off (as intermediate consumption) and repeatedly over time (in the form of an asset) as an input 

into the production of goods and services. However, data are not explicitly identified as an input to 

production or as a standalone asset in macroeconomic statistics, according to the System of National 

Accounts (SNA) 2008 (UNSD et al., 2009[68]). While a database asset exists in the SNA2008, “the cost of 

acquiring or producing the data” is explicitly excluded when calculating its value.14 Furthermore, the way 

expenditure on data assets is captured limits the interpretability of the outputs or may even misrepresent 

data’s contribution to production (Ahmad and van de Ven, 2018[69]). This has resulted in concerns about 

whether the full economic role of data is appropriately represented in macroeconomic statistics, and in 

particular in gross domestic product (GDP). Explicitly incorporating data into the SNA would ensure a 

comparable approach to measuring of data across countries. All countries would compile estimates of 

investment in, and stock of, data in a consistent way. This could then be used for a variety of policy and 

analysis, including on productivity.   

4 Recording data in macroeconomic 

statistics 
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The SNA2008 framework is being updated, with a planned release in 2025. The update will allow outputs 

to better reflect developments in the economy since the last time the framework was codified.15 Explicitly 

incorporating businesses’ production and use of data into the national accounts is a key priority in this 

update.  

A harmonised methodology to record data in macroeconomic statistics is also being developed, although 

this may not be finalised by 2025.16 In this regard, the recognition of data as output and investment will 

need to address several measurement issues, which are noted in this section.  

4.2 Valuation of data  

The SNA2008 explains that assets should be recorded “at the value at which they might be bought in 

markets at the time the valuation is required” and that “[i]deally, values observed in markets or estimated 

from observed market values should be used” (SNA2008 §2.60). However, as discussed in Section 2, 

several factors limit the scope for data to be traded in a traditional market. As a result, most data used in 

production are produced on an own-account basis, i.e. by the same firm who uses them (Figure 2.1a). 

Hence, alternative asset valuation techniques are often required. When market prices are not available, 

the SNA2008 provides two methods for estimating the value of an asset: either net present value of the 

asset or sum-of-costs of production. 

Net present value 

Net present value (NPV) uses potential future income that may be derived from an asset as an alternative 

approach to estimating the current value of an asset. The NPV approach is already used in some areas of 

the SNA, for example, to value natural resources.  

In theory, NPV may provide an accurate measure of the value of data assets. In practice, the re-usability 

of data (Section 2) may be higher than for other assets due to the absence of physical deterioration. This 

may make it difficult to estimate the exact future income streams from data assets. In this regard, the NPV 

approach requires numerous assumptions that may be difficult to justify. National statistical institutes 

(NSIs) are likely to encounter significant difficulties sourcing the required information from businesses that 

either produce data assets or make products using data assets. Reinsdorf and Ribarsky (2019[70]) point 

out that any calculation using NPV would involve assumptions that are “unacceptable for national accounts 

purposes”.  

Sum-of-cost approach  

The sum-of-cost approach consists in measuring the value of output by summing the costs of production: 

intermediate consumption, compensation of employees, consumption of fixed capital used in production,17 

a net return to fixed capital used in production (also known as “mark-up”) and taxes (minus subsidies) on 

production. 

As discussed in Section 2, the characteristics of data are such that their production costs may not provide 

a fully accurate measure of their economic value. This is because it may be difficult to factor in the impact 

of non-decreasing returns, externalities or monopolistic competition. This issue is not specific to data. Other 

assets within the boundaries of the SNA2008 (e.g. research and development) also tend to exhibit the 

above features. These effects cannot be measured statistically but only estimated through economic or 

econometric analysis. Therefore, while they may not measure the whole value of data, the costs of 

production and price information are the necessary prerequisites to estimate them. 

Within the SNA2008, the sum-of-cost approach is used in several scenarios. For example, it is used to  

measure the output of goods and services provided for free (or at insignificant prices) by government or 
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non-profit organisations (e.g. education and health services), collective non-market output (defence, social 

security), or the production of goods and services retained by the producer for its own final consumption 

or capital formation.  

The SNA2008 provides only generic guidance on which costs to include in the sum-of-cost approach. 

However, the planned revision will outline specific guidance for the measurement of data (ISWGNA, 

2022[21]). It will note costs associated with the following:  

 planning, preparing and developing a data production strategy 

 accessing, recording and storing information embedded in observable phenomena (OP),18 which 

may include, but are not limited to, the explicit purchases of OP or already produced data 

 designing, organising, testing and analysing data to draw information and conclusions from them.  

These costs include staff time and costs of items used as intermediate consumption in the production of 

data. In addition, they would include an estimate for consumption of the fixed capital used in the own-

account production of data and a mark-up for net operating surplus for market producers.19 The latter 

should reflect the future profitability of the newly created data, ensuring the estimate resembles the market 

value to the extent possible. This is critical for the use of this information in analyses (e.g. appropriately 

accounting for any changes in productivity). 

The mark-up will differ across companies (and industries). It will also be influenced by the level of data 

governance in countries, possible uses of the data and the competitiveness of the markets. While difficult 

to estimate, research and the sharing of methods and learnings across compilers should provide a 

foundation for best practices. Additionally, NSIs already use the sum-of-cost approach, including a mark-

up, to value other own-account intangible assets. Therefore, applying this approach to data would be 

methodologically consistent to current practices.  

4.3 Evidence from experimental studies 

Estimates of data investment and stocks 

Several experimental estimates of investment in data assets are available at this point, both from NSIs and 

academia. All of them rely on the sum-of-cost approach. Statistics Canada (2019[71]), for example, used 

wage and employment information as the basis for a preliminary set of estimates of investment in and 

stock of total data assets.20  
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Figure 4.1. Experimental estimates of the value of data investment and capital stocks in Canada 

 

Note: CAD = Canadian dollars. Lower and upper range values result from alternative assumptions about the time devoted by different 

occupations groups to the creation of data assets. 

Source: Statistics Canada (2019[71]). 

Estimates of annual investment range between CAD 29.5 billion and CAD 40.1 billion in 2018, growing 

consistently since 1990 in nominal terms (Figure 4.1a). These estimates of investment in data assets were 

then combined with specific assumptions to generate estimates of the capital stock of data using the 

perpetual inventory method.21 The stock of data assets in the Canadian economy in 2018 was estimated 

to be worth between CAD 157 billion and CAD 218 billion (Figure 4.1b).  

Importantly, these estimates cannot be added to current investment statistics as they overlap to a degree 

with some assets already measured in the SNA, notably software and databases, as well as research and 

development (R&D). Therefore, further work is required to calculate the overlap and refine the estimates 

of investment in and stock of total data assets (Statistics Canada, 2019[71]).   

The work by Statistics Canada was followed by initiatives at Statistics Netherlands (de Bondt and 

Mushkudiani, 2021[72]), the Australian Bureau of Statistics (Smedes, Nguyen and Tenburren, 2022[73]) and 

the US Bureau of Economic Analysis (Calderón and Rassier, 2022[74]). Investment in total data assets 

relative to value added was estimated at 2.2-2.9% – depending on alternative hypotheses – in Australia 

(2016), 1.4-1.9% in Canada (2018), 2.4-3.0% in the Netherlands (2017) and 0.8% in the United States 

(2020). Several other countries continue to advance this work, although they do not publish final aggregate 

estimates yet (Mitchell, Ker and Lesher, 2021[75]). 

Goodridge and Haskel (2015[76]) and Goodridge, Haskel and Edquist (2021[77]) also created estimates for 

several economies. More recently, Corrado et al. (2022[78]) estimated investment in data assets in nine 

European countries along the three stages of the data value chain: data stores, database and data 

intelligence (Figure 4.2). Overall, market-sector investment in data assets over 2010-18 ranged between 

3.8% and 6.6% of gross value added, with data intelligence. In other words, the calculation integrated data 

with advanced analytic tools, accounting for about half across countries in the sample. These figures are 

based on a broader definition of data assets than the NSI estimates reported above. 
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Figure 4.2. Estimated average annual investment in data assets in selected European countries 

As a percentage of gross value added of the market sector, 2010-18 

 

Note: Estimates are sum-of-cost estimates for market-sector industries. Data stores are defined as raw records not yet cleaned, formatted or 

transformed for analysis; databases as transformed raw data suitable for some form of data analytics or visualisation; and data intelligence as 

the further integration of data with advanced analytical tools.  

Source: Corrado et al. (2022[78]). 

Estimated contribution of data assets to productivity growth 

Is there any evidence to support the notion that capitalising data would significantly affect measured 

productivity growth? Two empirical studies suggest a negative answer to this question. Goodridge and 

Haskel (2015[79]) for the United Kingdom and Goodridge, Haskel and Edquist (Goodridge, Haskel and 

Edquist, 2021[77]) for 13 European countries estimate data investment and capital stocks based on the 

sum-of-cost approach. They then use a growth accounting framework to investigate the potential effects 

of capitalising data.  

Their results suggest that recording data investments in the United Kingdom would have increased GDP 

growth over 2005-12 by only 0.02% per year. Similarly, in the 13 European countries considered in the 

study, expanding the asset boundary to include data would have increased labour productivity growth in 

2011-16 by 0.04% per year only, from 0.79% to 0.83%.22  

In explaining these modest effects, the authors note that much of the investment in data – 74% in the 

United Kingdom and 62% in Europe – seems to be already captured in the SNA as part of fixed investment 

in software and databases, and R&D.  

4.4 Practical challenges for the sum-of-cost approach 

While the empirical studies discussed above provide estimates of the value of data investment and stocks, 

their authors acknowledge the estimates are experimental in nature and likely require refinement. 

Therefore, additional guidance is needed. This should ensure the sum-of-cost approach is implemented 

consistently across countries and over time and that estimates meet the standards of statistical rigour. 
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The approach should also be implemented in accordance with accounting principles. In several ways, this 

may be considered straightforward for data as some characteristics clearly conform to definitions and 

classifications in the SNA. For example, the SNA defines a fixed asset as a produced economic good that 

is “used repeatedly or continuously in production processes for more than one year” (SNA2008 §10.11). 

Since data are often used repeatedly in the production process, they would appear to fit this category. Data 

could thus be considered alongside other fixed assets in the accounts, e.g. machinery and equipment, 

buildings and computer hardware.  

However, some of the unique characteristics of data, including some outlined in Section 2, push 

established conceptual boundaries of the SNA2008 or create practical complications. These challenges 

include: 

 ambiguity regarding the extent to which the value of data is the result of production activities  

 how to record the expenditure associated with the regular addition of new information to existing data 

assets 

 the dual purpose of many assets used in the production of both data assets and other goods and 

services. 

These challenges, and how the national account community is attempting to overcome them, will be briefly 

discussed in the remainder of this section. The aforementioned revision to the SNA2008 is ongoing and 

the guidance has not yet been finalised. However, ongoing theoretical research combined with empirical 

evidence, such as that presented above, have allowed for the sharing of possible solutions with statistical 

compilers. 

Ultimately, the nuances of how data are produced and consumed in the economy will require a range of 

assumptions or compromises by compilers. These will need to ensure that measurement is both feasible 

and consistent across countries. These assumptions and compromises will also be discussed in the 

remainder of the section. 

Is the value of data entirely the result of productive activities? 

Within the SNA framework, assets are considered as either produced or non-produced. Only the value 

added generated by production is recorded as part of GDP. Data raise a challenge to this clear-cut 

delineation. On the one hand, some of their value stems from the underlying OP, which are not produced. 

On the other, some of their value – likely the largest part of it – is produced, e.g. the creation of a database 

or the insights gained from the analysis of data (Figure 4.3). 

Accounting for the value stemming from the information embedded in OP would be a significant departure 

from the current national accounts framework. The introduction of a hybrid asset class, accounting for both 

produced and non-produced value, would have considerable implications for other areas of the accounts, 

e.g. depreciation, estimates of capital stock and capital services, as well as productivity measurement. 

Furthermore, the valuation of the non-produced part of data would be problematic as the same data may 

be deployed to alternative users, who will place a different economic value on them (Section 2).23 From 

the perspective of the national accounts, this would simply result in a revaluation of the asset. Therefore, 

the value of data should be entirely accounted as the result of production. 
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Figure 4.3. Data-information chain from an SNA perspective 

 

Source: Based on Mitchell, Ker and Lesher (2021[75]). 

Accounting for the addition of new information to existing data assets 

Most assets, after being produced, receive maintenance, a current operating expense that is not 

capitalised. Alternatively, they may also undergo “major improvements, additions or extensions” (SNA2008 

§1.56), which are counted as investment and therefore add to the overall capital stock. Unlike tangible 

assets, data do not deteriorate physically and their production is often a work in progress: expenditure is 

undertaken to continuously add new data points to an existing data asset. As a result, the distinction 

between maintenance and improvement expenses, which is challenging at the best of times, is even more 

difficult in the case of data.24 

The expected service life of data varies greatly depending on the content of the information embedded and 

its use. However, through obsolescence, the vast majority of data assets will begin to decline in value if no 

additional expenditure is undertaken and no new information content is added. Therefore, each addition of 

an individual information element may not seem to constitute a “major improvement, addition or extension” 

(SNA2008 §1.56). However, it still “improves the assets performance, increase[s] their capacity or prolong 

their expected working lives”. Therefore, the expenditure associated should be recorded as new capital 

investment.  

Accounting for the dual purpose of assets used in production 

As discussed previously, the sum-of-cost evaluation of databases in the national accounts does not include 

the costs associated with “acquiring or producing the data” (SNA2008 § 10.1130). The inclusion of these 

costs would allow for the value of data to be captured. However, the process of “acquiring data” and the 

associated costs are not always clear (Box 4.1). 

For instance, OP used in the production of data are often accessed via the provision of free digital services. 

What proportion of the costs of providing these services should be accounted as a cost of acquiring and 

producing data? 
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Box 4.1. How firms gain access to observable phenomena 

An idiosyncrasy of data production in the economy, which is relevant for its incorporation into the SNA, 

concerns the different ways that organisations and data producers obtain access to observable 

phenomena (OP) to collect the information they convey. OP, which are considered “facts or situations 

whose characteristics or attributes may be recorded” (Mitchell, Ker and Lesher, 2021[75]), are 

fundamental to the ongoing creation of data. Importantly, obtaining this access may include an explicit 

monetary payment between two units. It thus requires explicit recording in the SNA.  

Firms obtain access to OP not available publicly through one of three methods (ISWGNA, 2020[80]): 

• Exchanged for a free service. Firms, especially digital ones, often provide consumable 

services for free (or at low cost) to gain access to OP generated by the users (Section 2). Services 

offered for free include social networks, search engines and free applications providing specific 

services. 

• As a by-product of the normal production process. OP are often generated as a by-product 

during the production of market goods and services. The information content embedded in these OP 

can often be used to improve efficiencies across the business. Examples may include inventory 

controls, transaction records and customer purchase histories.   

• By explicitly purchasing access. Although limited, there are clear examples where data 

producers make explicit payments in exchange for obtaining access to OP. Examples include firms that 

make cash payments for purchase receipts or for product surveys.   

Of the three options, the first two are by far the most common for accessing OP (see also Section 3). 

However, neither of them (consuming a free digital service or information being created as a by-product 

of production) constitute an economic flow in the sense of the SNA. As such, the event is not considered 

an act of production and will not be recorded in the SNA. Conceptually, gaining access to the information 

elements embedded in the OP is fundamental to the creation of data. However, from the SNA 

perspective, the first stage of data production is the recording of these information elements.  

Conversely, if access to OP is explicitly purchased, a monetary transaction is occurring. The transaction 

must thus be recorded in the national accounts. The nature of this transaction (capital or current 

expenditure) and the product/asset being purchased is just one example where additional 

recommendations may be required to ensure consistent treatment in the measurement of data. 

This complicated question is not unique to the production of data; other assets in the economy are often 

used to produce more than a single output. However, data are omnipresent, often created as a by-product 

of conventional production. When data are combined with the lack of market prices, it heightens the 

challenge. Therefore, statistical compilers must make some assumptions and test them empirically to 

develop guidance on the production and use of data in the SNA. 

Other considerations  

Further issues need to be addressed to finalise the guidance on the production and use of data in the SNA. 

These include how data are sold, both on an exclusive and non-exclusive basis; the presentation of data 

in the accounts, i.e. separately or combined with other intangible assets; and the assumptions concerning 

service lives and retirement distributions used when calculating the capital stock of data.  

Overall, the unique characteristics of data, including the way they are produced and used, do not 

fundamentally exclude data from being classified alongside other fixed assets already recorded in the SNA. 

Rather, they imply that statistical compilers will need to reach a broad consensus on certain topics to 
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ensure that data are measured in a consistent and comparable way. These decisions will continue to be 

further explored as part of the update of the macroeconomic statistical standards.  

Furthermore, practical guidance will be developed to help countries implement the relevant 

recommendations in order to arrive at high-quality and comparable results across countries. This will 

leverage off the experience of NSIs compiling first experimental estimates (as explained above). The 

guidance will focus on issues such as the collection of relevant input data; the derivation of mark-ups for 

different companies and industries; and asset lives and depreciation schedules for different types of data. 

In so doing, it will carefully consider the different levels of statistical infrastructure across countries. 

Key take-aways 

 The explicit inclusion of data into macroeconomic statistics as an asset used repeatedly in 

production is a priority in the current revision of the SNA.   

 The sum-of-cost approach is regarded as the most feasible approach to arrive at high-quality and 

comparable estimates of investment in data assets. This is consistent with the valuation of other 

own-account intellectual property products (e.g. software and R&D). 

 Data should be considered entirely the result of production, despite the significant and fundamental 

contribution that non-produced information make to the value of data.   

 While data assets are likely be included in the forthcoming revision of the SNA, the development 

of guidelines for measuring the production and transactions of data will continue even after the 

SNA is updated. 

 Experimental estimates for selected OECD countries suggest the value of data assets is sizeable. 

However, their inclusion in macroeconomic statistics seems to have a modest effect on growth and 

productivity as a significant share of data are likely already recorded in the SNA under other 

intangible assets (e.g. software and databases, and R&D). 
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In this section, the report provides selected estimates of the value of data, 

using the United States as an example. It explores how such estimates are 

wide ranging and depend on the type of data considered and the method 

employed to estimate their value. It delineates the main axes of a 

measurement agenda for the value of data, addressing the need to better 

capture data products and data-related activities, to develop international 

statistical guidelines and dedicated survey tools, and, finally, to engage 

different policy and technical communities within the OECD. 

5.1 Estimating the value of data 

This report has contributed to advance the measurement of the economic value of data. It has done so 

within the System of National Accounts (SNA), by looking at the value of data sold and purchased on the 

market as well as the value of data produced by firms for their own use. Table 5.1 summarises the 

estimates provided in the report, using the United States as an example. The table shows there will 

generally be a wide range of estimates of the value of data, depending on the type of data considered and 

the method employed to estimate their value. 

5 A measurement agenda for the 

value of data  
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Table 5.1. Select estimates of the value of data in the US economy 

 USD 

(billions) 

Yearly growth rate 

Revenues from direct sales of data, 2019 33 5.6% (nominal) in 2013-19 

Data contribution to Internet advertising revenues, 2019 79 16% (nominal) in 2013-19 

Yearly investment in own-account data assets, business sector, 2021 (sum-of-cost estimate) 186 4.2% (real) in 2002-21 

Net stock of data assets, business sector, 2021 (sum-of-cost estimate) 421 3.8% (real) in 2002-21 

Source: Own calculations (see Section 3) and Calderón and Rassier (2022[74]). 

5.2 Recommendations 

The report has provided several useful findings but has also pointed out areas for further methodological 

and statistical work. Taken together, these areas delineate the main axes of a measurement agenda for 

the value of data. 

Develop product and industry classifications to help measure the value of data 

Although the bulk of data is not traded on the market, this report has shown that market statistics, such as 

revenues, exports and expected revenue streams – as reflected by venture capital investments – are a 

key tool for measuring the value of data. However, current product and industry classifications are not 

suited to delineate data. The United States is the only economy where statistical nomenclatures make it 

possible to measure – although imperfectly – revenues from the sales of data. Developing product and 

industry classifications to better capture data products and data-related activities remains a priority for 

measuring the value of data. 

Develop international statistical guidelines to measure data investment and assets 

A consensus has emerged on the approach for measuring data assets within the SNA with respect to data 

produced for firms for their own use. However, the implementation of this approach is still in its infancy and 

will require considerable further work. Therefore, developing international statistical guidelines for the 

measurement of data investment and assets will be a major task in the years ahead.  

Develop dedicated survey tools and econometric approaches to estimate value of cross-

border data flows 

Within the scope of economic statistics, the measurement of the value of cross-border data flows remains 

elusive, as discussed in this report. This situation calls for a good deal of invention: in using information 

not collected for this purpose; in developing dedicated survey tools, including Internet-based ones; and in 

applying new econometric approaches to estimate the value of cross-border data flows. 

Engage policy makers from diverse disciplines to help measure value of data 

The above considerations apply to the measurement of the economic value of data within the SNA 

framework. However, data have value for consumers, firms, governments, research activities and society 

at large that goes beyond the scope of macroeconomic statistics. Data may also generate negative value 

when their use is detrimental to some individuals or organisations. Developing concepts to think about 

these channels of value creation and statistical frameworks to measure them should be part of any 

measurement agenda for data. Given the multidisciplinary nature of this task, the engagement of different 

policy and technical communities within the OECD is an indispensable prerequisite for its success. 
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Notes 

1 The phrase “data is the new oil” is commonly attributed to British mathematician and entrepreneur Clive 

Humby (Arthur, 2013[83]).  

2 Left panel: OECD-21 include Australia, Belgium, Canada, Chile, Germany, Denmark, Spain, Finland, 

France, Ireland, Italy, Japan, Korea, Luxembourg, the Netherlands, Norway, New Zealand, Portugal, 

Sweden, the United Kingdom and the United States. OECD-12 include Australia, Belgium, Canada, 

Denmark, Finland, France, Germany, Italy, the Netherlands, Sweden, the United Kingdom and the United 

States. Right panel: countries included are Austria, Belgium, Denmark, Estonia, Finland, France, Greece, 

Hungary, Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, the Netherlands, Norway, Poland, 

Portugal, Slovenia, Spain, Sweden and the United Kingdom. Industries included pertain to the business 

economy with the exception of financial services and real estate activities. ISIC-rev.4 codes C10-12, C13-

15, C16-18, C19-23, C24-25, C26, C27-28, C29-30, C31-33 (all manufacturing), D-E (energy and utilities), 

F (construction), G45, G46, G47, I, J, M and N (all services). 

3 There are other definitions of data, including in work by the OECD (2015[92]).  

4 See Jones and Summers (2020[86]) for an example of the large literature.  
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5 Austria, Belgium, the Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, 

Ireland, Italy, Latvia, Lithuania, Luxembourg, the Netherlands, Norway, Poland, Portugal, the Slovak 

Republic, Slovenia, Spain, Sweden and the United Kingdom. 

6 For instance, in Feist Publications, Inc., v. Rural Telephone Services Co., the United States Supreme 

Court established that information alone cannot be protected by copyright (US Supreme Court, 1991[87]). 

However, other jurisdictions, notably the European Union, recognise “database rights” as a sui generis 

right distinct from copyright as the latter is not available for databases that aim to be complete. For legal 

perspectives on intellectual property rights in data, see Reichman and Samuelson (1997[93]), Gibson 

(2004[94]) and Yu (2019[95]).  

7 Legal frameworks such as the European Union’s General Data Protection Regulation allocate specific 

rights to the data subject (e.g. a Facebook user), implicitly leaving residual rights to the data collector 

(Meta) as a purely de facto property right. In addition, there is uncertainty as the legal and regulatory 

environment for data markets – and especially for markets for personal data – is a matter of considerable 

public debate and might evolve. For instance, while some commentators and scholars have argued for 

giving consumers ownership rights over their data (Tonetti, 2019[90]), others have argued that data 

ownership is not feasible or conceptually flawed (Kerry, 2019[88]). 

8 An example in case is the reputational cost incurred by Facebook following the fraudulent use of its data 

by Cambridge Analytica. 

9 Neither the NAPCS nor the NAICS are designed to track revenues from data sales. However, it cannot 

be ruled out that significant data sales are recorded under nondescript code such as “database design and 

development services” or “other information services”. 

10 While the inclusion of databases and other collections of information, directories and mailing lists is 

straightforward, credit rating services are included because of the activities that firms in the associated 

industry, credit bureaus, engage in: “compiling information, such as credit and employment histories on 

individuals and credit histories on businesses, and providing the information to financial institutions, 

retailers, and others who have a need to evaluate the creditworthiness of these persons and businesses”. 

Also, credit rating agencies are often mentioned as examples of so-called data brokers. 

11 Other studies are provided by Alcobendas, Kobayashi and Shum (2021[82]), Johnson (2013[85]), Goldfarb 

and Tucker (2011[84]). In these studies, estimates of the contribution of personal information to Internet 

advertising range from 38.5% to 65%. 

12 The online display advertising industry opted to implement the AdChoices programme as a means of 

self-regulation in 2010. AdChoices provides notice by superimposing the AdChoices logo over the corner 

of online display ads and enables consumers to opt out of behaviourally targeted advertising. Consumers 

who opt out still see ads, just not ads that are targeted based on their previous browsing behaviour. 

13 Again, it is important to note that the contribution to data to revenues from Internet advertising might be 

considerably less than total revenues – the trends are indicative, not the levels.  

14 The reasons for this are set out in Ahmad (2005[81]), a document presented in discussions leading up to 

the 2008 SNA revision. In summary, there was a concern this inclusion would lead to the inadvertent 

capitalisation of knowledge.  

15 Updates of the SNA have taken place at irregular intervals, the last dating back to 2008 and the one 

before that to 1993. The updates are usually predicated on a concern that certain elements of the economy 
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are no longer appropriately recorded in a manner required by users or consistent with other economic 

statistical standards.   

16 In this way, the introduction of data into the SNA is likely similar to that of R&D in the SNA2008. In that 

revision, the capitalisation of R&D came with the following important caveat: “R&D should be recognized 

as part of capital formation. In order to achieve this, several issues have to be addressed. These include 

deriving measures of R&D and development, price indices and service lives. Specific guidelines, together 

with handbooks on methodology and practice, will provide a useful way of working towards solutions that 

give the appropriate level of confidence in the resulting measures” (SNA2008 §10.104). 

17 Consumption of fixed capital is an SNA term synonymous with the accounting concept of depreciation. 

18 Observable phenomena are “facts or situations whose characteristics or attributes may be recorded” 

(Mitchell, Ker and Lesher, 2021[75]).  

19 While this lists of costs is relatively straightforward, certain assumptions, such as the occupations 

chosen, the share of time certain occupations spend producing data, or the exact operating surplus mark-

up, will certainly require more research to converge at broadly accepted assumptions.   

20 Total data assets consists of data, database and data science. 

21 Estimates of the capital stock can be obtained from investment data based on the perpetual inventory 

method. For more information, see OECD (2009[91]).  

22 By comparison, similar studies conducted for ICT investment more broadly typically find that they 

accounted for 0.3%-0.9% of growth in GDP per capita over 1995-2002 (Pilat, 2004[89]). 

23 This is an instance of the more fundamental challenge of adjusting for differences in quality when output 

is measured based on the sum-of-cost approach. In the case of data, differences in quality may be due to 

the intrinsic information embedded in the underlying observable phenomena rather than to production 

activities. 

24 While this is not a unique problem – other intangible assets such as software and R&D face similar 

measurement questions – the systematic addition of data points to many data assets magnifies the 

importance of the decision. This is in clear contrast to most existing fixed assets within the SNA, which are 

produced once and used repeatedly as an input into production, from which they steadily decline in value 

over time. 
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